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Chapter 1

Introduction

The evolution of the Universe, since the time when the first stars were formed, is a central topic of present-

day astrophysical research. The main engines of this evolution are stars with masses in excess of 10M⊙ ,

referred to as “massive stars” . These stars occupy the upperpart of the Hertzsprung-Russell (HR) diagram

with luminosities between twenty thousands and one millionsolar luminosities. On the main sequence,

massive stars are spectroscopically identified as types O and early-B with temperatures between∼ 25 and∼

50 kK while later evolutionary stages can encompass, depending on the initial mass, blue/red supergiants,

Wolf-Rayet (WR) stars, Luminous Blue Variables (LBV), and supernovas (SN).

1.1 Massive Stars and the Universe

Observations in the solar neighborhood indicate that in thepresent cosmos Nature seems to favor the for-

mation of lower mass stars over the formation of the massive stars. However, despite of their rarity, massive

stars play very important role in the present, but also in theearly Universe. Massive stars are critical agents

in galactic evolution. In the present cosmos, they provide most of the metals and energy. In the distant

Universe, they dominate the UV light from the young galaxies. The very first generation of these objects,

the so-called Population III, might have influenced the formation and evolution of the first building blocks

of galaxies. These very massive first stars might have also been responsible for the re-ionization of the early

Universe. At the endpoint of their evolution, massive starssuffer a gravitational collapse and explode as a

supernova. Eventually, a Gamma-Ray-Burst emerges, the most energetic cosmic flash.

Evolution of the cosmic matter Due to their short lifetime –∼107 years agents one Gyr for stars like our

Sun – and powerful stellar winds, massive stars deposit a large amount of momentum and processes material

(helium, oxygen and other heavy elements1) into the IterStellar Medium (ISM) influencing its composition

1Carbon and nitrogen are mainly produced by low and intermediate-mass stars (Renzini & Voli 1981; Wheeler et al. 1989).
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2 CHAPTER 1. INTRODUCTION

Figure 1.1: What appears to be the hole of an elongated smoke ring in this National Radio Astronomy
Observatory image, really is an enormous, nearly empty, bubble blown into the dusty, gas disk of our Milky
Way Galaxy. Located at a distance of 30,000 light years from the Earth, this bubble measures 1,100 by 520
light years.

and energetics, and subsequently contributing to the chemical and dynamical evolution of the host galaxies.

Thus, massive stars, and in particular BA supergiants (SGs), can serve as tracers of abundance gradients

in galaxies, and in stellar atmospheres. Studies of large samples of hot massive stars (HMS) in different

galactic environments can also provide observational constraints on the chemical evolution of the galaxies

(see Przybilla et al. 2007 and references therein).

HII regions, Wind bubbles and Star formation HMS emit the bulk of their radiation in the UV. This

radiation ionizes and heats a very large volume of the ambient gas which then starts to expand (due to

a pressure difference with the cool ISM) leading to the formation of the so-called Stromgren spheres, or

S-type H-II regions. Due to the absorption of UV photospheric radiation by thousans of millions of metal

lines, continuous mass loss from the stellar surface is alsoinitiated and maintained. Flowing away from the

star at supersonic velocities, the gas particles create circumstellar shells and wind-bubbles. Since massive

stars are mostly seen grouped in young clusters, wind-blownbubbles frequently interact with each other

forming super-bubbles, as the one shown in Fig 1.1. These super-bubbles are presently thought to be places

for new stars formation (Oey & Massey 1995). Perhaps, they are also responsible for the phenomenon of

galactic energetic outflows in starbursts (Kunth et al. 1998), and in starburst galaxies even at high redshifts

(Pettini et al. 1998).

Dark ages and the re-ionization of the Universe One of the most important challenges in modern cos-

mology is to understand how the cosmic “dark ages” ended. Observations suggest that the Universe was

re-ionized at red-shiftz>5.8 (Fan et al. 2000) where this process was traditionally attributed to a population
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Figure 1.2: Drawing of a massive star collapsing to form a black hole. Energy released as jets along the
axis of rotation forms a gamma ray burst. Credit: Nicolle Rager Fuller/NSF

of quasars. However, numerical simulations (e.g., Bromm, Kudritzki, Loeb 2001; Broom, Coppi, Larson

2002 and references therein) indicate that the primordial mass function might be dominated by very massive

(M⋆ > 102M⊙ ) stars of extremely high temperatures (Teff ∼ 105 K). Since such stars are very efficient in the

ionization of H and He, they might have played a significant role in the re-ionization of the gas, especially

at high red-shift (z ∼5) where the known quasars do not seem to be able to maintain the ionization of the

intergalactic medium. Thus, an early generation of very massive, zero-metal stars, called Population III,

might be responsible for the first light in the “dark ages”. Since no star with metallicity below 10−3 Z⊙

has been so far discovered, this possibility still remains to be observationally proven though. Penetrating

deeper into the early Universe, close to the Big Bang, the James Webb Space Telescope (JWST), scheduled

for lunch in 2013, might help to solve this issue.

γ-ray bursts (GRB) – the most energetic cosmic flashes, second only to the Big Bang – are known for

many years, but their origin was discovered only in 1997 whenthe first afterglow X-ray emission from a

GRB (GRB 970508) was detected. Since then, the redshift was measured for more than 100 111 GRBs.

The distribution of the corresponding data shows a peak around z ∼ 1 with values going up toz = 6.29

(Haislip et al. 2006), thus indicating these objects are of extragalactic origin.

Although the nature of GRBs is not still established, there are suggestive evidence to believe this phe-

nomenon is a result of terminal collapses of very massive, low-metallicity, single stars2, in particular WR

stars of type WO (Hirschi, Meynet, Maeder 2004; Hirschi et al. 2005a). Nice illustration of the collapsar

scenario announced by MacFadyen & Woosley (1999) is shown inFigure 1.2 where the core of a very

massive, rapidly rotating star collapses into a black hole while its envelope forms a hyper-accreting disc

2An althernative hypothesis that binary stars are the progenitors of GRBs also exists (Izzard et al. 2004; Heger et al. 2005)
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around the hole. The infall of material from the disc onto theblack hole powers an extremely energetic

jet that blasts outwards through the stellar envelope. Whenthe jet reaches the stellar surface, a gamma-ray

burst is produced.

The most direct evidence connecting GRBs to massive stars are the observations of the afterglow of

GRB 980425 (Galama et al. 1999), GRB 980326 (Bloom et al. 1999), and GRB 970228 (Galama et al.

2000).

First building blocks Observations indicate that the spectral appearance of Lyman break galaxies and Lα

emitters at high redshifts is dominated by an intrinsic population of hot massive stars (e.g., Shapley et al.

2003). These results imply that the first generation of very massive, low metallicity stars has very likely

influenced the formation and evolution of the first building blocks of galaxies (Rhoads & Malhotra 2001;

Malhotra & Rhoads 2002).

Extra-galactic distances Another exciting possibility that makes massive stars, in particular blue SGs,

very attractive is that they might serve as extra-galactic distance indicators, alternative to Cepheids (Ku-

dritzki et al, 1999, 2003).

1.2 Stellar winds from hot massive stars

It took about 400 years – from the Tycho Brahe observations ofthe first “nova-like ” object in 1572 till the

lunch of theCopernicussatellite in the mid of the 20th century – for astronomers to realize that not only

nova-like objects, but nearly all stars undergo continuousmass loss troughout some fraction of their life.

The continuous outflow of mass particles from the stellar surface is called “solar/stellar wind” where this

term was coined by Eugene Parker (Parker 1958, 1960).

In general, to have a stellar wind an outward directed force,larger than the gravitational force, is re-

quired to present in the star. Depending on the physical parameters of the underlaying star, various driving

mechanisms and thus, various types of stellar winds such as,e.g., line driven winds, coronal winds, sound

wave driven winds, Alfven wave winds etc., have been proposed to explain the results derived by observa-

tions3.

In the particular case of hot stars, the driving force is thought to be the radiation force on spectral lines,

and the continuum. Indeed, due to their huge luminosities, these stars generate an enormous radiation

presssure which at some point in the atmosphere cancels out completely the gravity force leading to

3For a detailed description of wind models based on different driving mechanisms the interested reader is referredto the book of
Lamers & Cassinelly (1999).
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a continuous mass outflow from the stellar surface. The mass outflow is additionally accelerated by

the transfer of photon momentum from the photospheric radiation into the stellar atmosphere through

absorption in UV spectral lines. This driving mechanism turns out to be very efficient: velocities up to a

factor of 10 higher than the corresponding sound speed can bereached. Due to these reasons, stellar winds

from hot stars are known assupersonic, line-drivenwinds. Some aspects of stellar winds from hot stars are

summarized below:

• Winds modify the physics of hot massive star atmospheres by dominating the density stratification

and the radiative transfer via their transonic velocity fields (Kudritzki 1998). Clear wind signatures can be

found both in the emergent spectrum (e.g., blue-shifted absorptions, P Cygni-type profiles and emission

lines), and in the spectral energy distribution (e.g., X-ray emission, IR and radio excess emission) of

massive stars. In addition, winds modify the temperature structure of the underlying photosphere by

scattering back a large part of the continuum photospheric radiation (the so-called “ wind-blanketing”,

see Sect.1.6.1). All this indicates that the neglect of stellar winds in studies of massive stars can lead

to substential errors in the derived stellar parameters. For example, effective temperatures and surface

gravities from optical line diagnostics are heavily influenced by stellar winds.

• Winds play an important role in the evolution of massive stars influencing their evolutionary timescales,

surface abundances and luminosities. Due to stellar winds,masses are continuously reduced: a star with

initially 60 M⊙ on the main-sequence is expected to end up its life as a WR starof only 6 M⊙ (Meynet et

al. 1994). This fact has at least two major consequences. First, depending on its final mass, which in turn

depends on the amount of mass lost during its entire life, a massive star will end its evolution either as a

neutron star, or as a black hole. Second, since the process ofmass loss may have a place even during the

main-sequence phase, the letter evolution of a massive staroff the main-sequence into the RED supergiant

phase might be strongly influenced. Given the on-going debate on the existence of the Humphreys –

Davidson limit (see, e.g., Vink 2000 and references therein), this possibility is especially important.

• As noted in the previous section, winds provide a significantinput of mechanical/radiative mo-

mentum, energy, and processed material into the ISM thus contributing to the chemical and dynamical

evolution of galaxes.

• Stellar winds are a gift of Nature. They provide us with the unique opportunity to investigate dis-

tant galaxies by analysing wind features in their integrated spectra (e.g., Pettini et al. 2000; Leitherer et
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al. 2001), or by investigating individual spectra of luminous stars hosted in these galaxies (Bresolin et al.

2001, 2002; Urbaneja et al. 2005a).

• Last but not least, spectral observations of wind features from isolated blue-supergiants in spiral

and irregular galaxies can in principle provide an althernative tool to determine extra-galactic distances

(Kudritzki et al. 1995; Kudritzki 1998; Kudritzki et al. 1999, 2003).

From the outlined in this and in the previous sections two things become apparent: first, our understand-

ing of the Universe as a whole is intimately linked to our knowledge about massive stars and their evolution

and second, the overall physics of massive stars is stronglyinfluenced by the processes of stellar winds.

As far as these two points have been realized, the development of a quantitative theory to account for the

effects of stellar winds in hot stars has became a task of crucialastrophysical importance. Up to now the

most promissing attempt isthe radiation-driven wind theory.

1.3 Standard wind theory – historical overview

The starting point of the development of radiation-driven wind theory is rooted in a series of papers by

Milne (e.g., Milne 1926 and Milne 1926; see also Johnson 1925) who was the first to realize that radiation

could be couplet to ions leadingeventuallyto mass outflow from the stellar surface. About thirty year

later on, Sobolev (1957) made the next fundamental step developing the basic ideas of radiative transfer in

expanding atmosphere.

The idea of Milne was additional worked out by Lucy & Solomon (1970) who argued that in OB stars

line scattering is so efficient that the radiative momentum absorbed by even one strong, resonance line

could overcome gravity. Their wind model, however, failed to reproduce the observed mass-loss rates for

the contribution of only a few optically thick resonance lines were taken into account.

Soon after that, the situation was significantly improved byCastor, Abbott and Klein (1975) (hereafter

CAK) who developed the concept of the“line-strength distribution function”to calculated the radiative

force cased by a large number of strong and weaker lines (see Sect.1.4.1). Being subject of several drastic

approximations, the original CAK approach has been massively improved during the years (Cassinelli,

Olson, Stalio 1978; Abbott 1982; Hummer and Rybicki 1985; Pauldrach et al. 1986). Later improvements

concern the inclusion of non-LTE effects4 and the effects of photospheric “line blocking” (Paudrach et al.

1994; Pauldrach et al. 2001), and the announcement of depth dependent line-force parameters (Kudritzki

1998).

4Due to the strong radiation field and the low densities in the atmospheres of hot massive stars, non-LTE effects are important
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Another more sophisticated approach to calculate the radiative force, known as the“Monte-Carlo

method”, has been developed by Abbott and Lucy (1985). One of the major adventage of the Monte-Carlo

method is that it allows for the process of multi-line scattering which is important for stars with extremely

dense winds, e.g., WR stars. The Monte-Carlo method was further developed by Vink et al. (2000, 2001)

and by Sim (2004). Due to the improved mass-loss rates for stars with stronger winds, the Monte-Carlo

predictions are now superior to those from the modified CAK approach (Vink 2006), and are preferably

used to compare with the observations (see Chapter 6, Sect. 6.1).

The original CAK theory as well as its modern-era modifications are know as “standard radiation-driven

wind theory”. The basic concept in this theory is the assumption of a stationary, homogeneous, spherically

symmetricstellar wind.

1.4 The Castor-Abbott-and-Klein theory

Though somewhat simplified (see Sect. 1.6), thestandardwind theory has a well-established status in

the hot-star comunity, and that is simply because in the framework of this theory the globalmeanwind

properties: mass-loss rate,Ṁ , and velocity field,V(r), are reasonably well-understood for most early-type

stars. Indeed, the majority of present-day investigations, including the ones presented in this thesis, still rely

on the standard wind models, partly extended to allow for thepresence of wind inhomogeneities (clumping)

and X-rays.

1.4.1 The radiative force

The core of the radiation-driven wind theory is the determination of the radiative force which comprises the

acceleration due to the continuum opacity, and the one due toabsorption in spectral lines.

The continuum force, gcont, summarises the contribution of the Thomson scattering by free electrons,

and bound-free and free-free absorptions of all consideredelements. Since in hot star winds Hydrogen is

completely ionized (i.e., a large number of free electrons are available), the continuum radiative force is

dominated by the Thomson scattering, and can be expressed as:

gcont =
σeFc

c
=
σeL⋆
4πr2c

(1.1)

whereFc marks the flux radiated by the star;σe (in cm2g−1) is the absorption coefficient for the Thomson

scattering;L⋆ - the total luminosity, andc - the speed of light.
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Theoretical considerations (Lucy & Solomon 1970) indicatethat in hot star winds the continuum force

alone will never overcome gravity, unless the accelerationdue to absorption in spectral lines,glines
rad , is not

accounted for.

The line force Since hot star winds are driven by absorption of photospheric photons in spectral lines,

it is obvious thatglines
rad must depend (i) on the available amount of photospheric flux that can be absorbed,

Fc; (ii) on the number of lines being available to absorb significant part of that flux,Ne f f, and (iii) on their

ability to absorb, i.e., on their optical thickness,τi . Note that depending on the strength of the transition,

two types of lines, optically thick and optically thin5, may present in the wind which contribute to the line

acceleration in a completely different way (Kudritzki et al. 1989; Puls et al. 2000). Note alsothat optically

thin lines are not solely able to “drive” a stellar wind. Thiscan only be done by optically thick lines.

Within the so-called “Sobolev approximation” (Sobolev 1960), the acceleration generated by a single

line at frequencyν, and optical depthτi = ξλ/(dv/dr) with ξ the frequency integrated line-opacity, can be

approximated as

gline
rad,i =

Lνν
4πr2c2

(

dv
dr

)

1
ρ

(

1− e−τi
)

(1.2)

whereLν is the luminosity at the line frequency. Summarizing the individual contribution of all effective

lines, thetotal line acceleration can be estimated providing the optical depth (i.e., the oscillator strengths,

the statistical weights, and the occupation numbers of the lower and upper levels) of each line is known.

This very difficult job has been done by Abbott (1982), by Pauldrach et al. (1986) and by Shimada et al.

(1994).

Fortunately, an elegant way to overcome this difficulty turns out to exist. Investigating of an ensemble

of C III lines in Local Thermodynamic Equilibrium (LTE), CAKfound that the distribution of these lines

on frequency position and line-strength can be approximated by a power low of the form:

dN(ν, kl) = −N0 fν(ν) kα−2
l dνdkl (1.3)

wherefν is the frequency distribution which is rather independent from the distribution of the line strengths;

kl is the line strength;α – a parameter with a value between zero and unity, andN0 - a normalization

constant. The expression given by Eq. 1.3 is known as“line-strength distribution function”.

The invention of theline-strength distribution functionby CAK is a cornerstone in the development

of the radiation-driven wind theory. This way the summationover the individual contribution of millions

of optically thin and tick lines can be replaced by integration, allowing thetotal line acceleration to be

5By definition, an optically thin line with a given frequency cannot absorb all the flux emitted from the core at that frequency while
an optically thick line can do this, independent of the number of absorbing particles per unit volume.
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easily calculated. Interestingly, and most importantly, this approach has been validated by more recent

calculations, which take into accountnon-LTEeffects and the contribution of ions fromall participating

elements and ionization stages (see Puls et al. 2000).

Combining Eqs. 1.2 and 1.3, and integrating over frequency and line-strength, CAK have derived the

following expression for thetotal line strength:

glines
rad =

σref
e L⋆

4πr2c
M(t) (1.4)

with σref
e = 0.325cm2g−1 – a reference value for the electron scattering opacity andM(t), the so-calledforce

multiplier, given by:

M(t) = kt−α
(ne

W

)δ

(1.5)

In the last expression,ne is the electron density in units of 1011 cm−3; W is the geometrical dilution factor,

andt is a dimensionless optical depth parameter given by

t =
σref

e vthρ

(dr/dv)
(1.6)

with vth – the thermal velocity of the protons in the wind.

k, α andδ are known as “force multiplier parameters (fmps)”. k is a measure for the number of the

contributing lines,Ne f f . It can be interpreted as the fraction of the flux that would beblocked already at the

photospherei f all lines were optically thick.α determines the slope of the line-strength distribution, and

also represents the relative contribution of optically thin and thick lines:α = 0 corresponds to the optically

thin case,α = 1 – to the optically thick one. In Eq.1.5, the factor (ne/W)δ is added by Abbott (1982) to

account for ionization effects in the case when the ionization isnot frozen in. Thus,δ represents a value for

the ionization of the wind.

Here, it is important to realize that thef mpsare not free parameter, but their values have to be fixed

simultaneously, and in a self-consistent way, from the (NLTE) line opacities and the radiation field (see,

e.g., Paudrach et al. 1994). For O-stars and early B-supergiantsα = 2/3 is predicted by line-statistics (Puls

et al. 2000). Typical values ofδ for O-stars areδ ∼ 0.05 to 0.1, but exceptions can also present.

1.4.2 Predictions from the CAK theory

To derive the global wind properties: mass-loss rate,Ṁ and velocity law,v(r), the wind hydrodynamics

has to be solved. Within the standard theory (a stationary, homogeneous and spherically symmetric wind),

the wind hydrodynamics can be described by two equations:the mass continuity equation(Eq. 1.7) andthe
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momentum equation(Eq. 1.8):

Ṁ = 4πr2ρ(r)v(r) (1.7)

v(r)
dv(r)
dr
= −

dPgas(r)

dr
1
ρ(r)
− g(r) + grad(r) (1.8)

with ρ(r) – the mass density distribution andr – the radial coordinate. The first term on the right of Eq. 1.8

expresses the contribution of gas pressure,Pgass. The second term is related to the gravitational force

(=GM⋆ /r2); the third represents theradiative acceleration, grad, which is the most crucial term in the

equation of motion.

Calculatinggrad in the way outlined in the previous section, and neglecting the gas pressure term, CAK

have solved the equation of motion and derived the followingvelocity law and scaling relations foṙM and

the terminal wind velocity,v∞ :

v(r) = v∞
(

1− R⋆
r

)β

, β = 0.5 (1.9)

v∞ = C∞
√

2GMeff/R⋆ = C∞vesc, C∞ =
(

α

1− α

)0.5
(1.10)

Ṁ ∝ (kL)
1
α′ M

1− 1
α′

eff (1.11)

In the above equations,Meff represents the effective mass, i.e. the mass corrected for the radiative force

due to electron scattering (Meff = M⋆(1−Γ)); vesc andG are, respectively, the photospheric escape velocity

and the gravitational constantand;β describes the slope of the velocity law;v∞ is the maximum wind

velocity reached at very large distances from the star wherethe radiative acceleration approaches zero (due

to the geometrical dilution of the photospheric radiation field), andα′ = α - δ.

From Eqs. 1.9 to 1.11 it is clear that ifk, α andδ werea priory known, mass loss rates and terminal

velocities could be immediately computed as function of effective temperature, luminosity, and stellar mass.

Unfortunately, this exciting perspective turned out to be rather optimistic since more recent theoretical

investigations have shown that thef mpsare not unique, but depend onTeff and stellar abundances (Puls et

al. 2000), and that the assumption of CAK about depth independent f mpsis too simplified (Kudritzki et al.

1998a).

Finally in this section, let me point out that though derivedby means of a rather simplified approach,

Eqs. 1.9 to 1.13 have been proven to be basically correct (with somewhat different values ofβ andC∞

though) by the observations as well as by more elaborate considerations including all details (see Puls,

Vink & Najarro 2008 and references therein). This is one of the main achievements of the CAK theory.
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1.5 Wind diagnostics

As noted in the previous section, stellar winds are characterized by three parameters: mass-loss rate,Ṁ ,

wind terminal velocity,v∞ , and the velocity exponentβ. These parameters can be estimated from the obser-

vations, fitting certain observational features, called “wind diagnostics”, with model calculations. However,

this task is never straightforward and simple: depending onthe degree of sophistication of the underlaying

model, and on the diagnostics used, the reliability of the obtained results can be vastly different.

1.5.1 Spectral line diagnostics

Technically, one can estimate wind properties either by fitting certain spectral lines in the UV, optical or IR

domains with model calculations, or by analysing the IR, Submillimeter or Radio continua. While the first

approach provides the opportunity to determinev∞ andβ in parallel withṀ , the second one is generally

considered to be more simple and easy for use.

Depending on the mehanism that feeds the upper level of the line transition, two types of lines can

be formed in a stellar wind: a P Cygni-type line with a blue-shifted absorption trough and a red-shifted

emission peak, and a pure emission line, or an absorption line partly filled in by emission. Both types of

lines can be used to derivėM , v∞ andβ.

Wind diagnostics in the UV are P Cygni profiles of resonance and subordinate lines of highly ionized

atoms (e.g., C IV, N V, Si IV, O VI etc): saturated profiles6 help to constrainv∞ andβ; unsaturated profile

provide information abouṫM . In the optical, the primary wind diagnostic is Hα ; in the IR - members of

the Bracket series, but also Helium lines. The theoretical framework for determining wind properties from

spectral lines in the UV, optical and IR spectra is in principle identical, but specific features also exist (see

below).

UV resonance lines are the most sensitive mass-loss indicators in hot stars. They originate from line

scattering, i.e., their optical depth depends linearly on wind density, and therefore sample the entire wind

being at the same time less sensitive to wind inhomogeneities and clumpiness. Irrespective of these obvious

advantages, the use of UV lines as a wind diagnostic is so far limited because of two reasons: first, UV

observations can be obtained only from space and second, to calculate synthetic profiles for these lines,

one needs to know the corresponding elemental abundances and ionization/excitation fractions, both being

subjects of still open questions (see Kudritzki & Puls 2000 and references therein). Consequently,Ṁ -

estimates derived from UV resonance lines are generally considered less reliable.

6Saturated profiles are those which have almost zero intensity for the entire velocity range from zero tov∞ .
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Figure 1.3: Optical-infrared panchromatic view of the Tadpole galaxy (UGC10214). The central image is a
composite combination of 8 bands. Maps of the individual bands are shown with side panels (from Jarrett
et al. 2006).

On the other hand, UV resonance lines are the outstanding tool to determinev∞ . The most easy way

is to measure the velocity position either of the blue-absorption edge ofsaturatedprofiles, or of the Dis-

crete Absorption Components (if any). Another widely used approach is the comparison of observed and

synthetic profiles, calculated by means of the SEI (Sobolev plus exact integration) method developed by

Lamers et al. (1987). Following different methods high-precision (accuracy∼10 %) v∞ - estimates of a

large number of early-type stars have been derived (e.g., Groenewegen & Lamers 1989; Howarth & Prinja

1989; Haser et al. 1995; Howarth et al. 1997).

Optical lines In hot star winds, the main optical wind diagnostic Hα is mainly a recombination line, i.e.,

its opacity depends on the square of wind density. This fact has at least three major consequences: firstly,

Hα emission can be easy detected even from distant objects. Secondly, Hα can be used to investigate only

the inner parts of the envelope, close to the wind base. Finally, since the ionization/excitation of Hydrogen

is not an issue, the accuracy ofṀ - estimates from Hα is relatively high –∼50% for weaker winds (Hα in

absorption) and less than 10% for stronger winds (Hα in emission). For the particular case of stronger winds,

an additional adventage is that in parallel toṀ the velocity exponentβ can be also fixed with relatively

high precision (Puls et al. 1996). All this makes Hα a primary tool to determine wind properties in hot stars.

And although problems exist (e.g., the influence of the He II blend, the effects of rotation and clumping),

the current consensus is that the results derived from Hα are generally quite reliable.

IR lines Gabler et al. (1989) were the first who pointed out the great potential of IR lines in providing

valuable information about the physics of hot star atmospheres and winds. Apart from information about
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Ṁ , these lines can be also used to put constrains on the shape ofthe velocity field (e.g., Najarro et al. 1997;

Hillier et al. 1998). Interestingly and most importantly, due to some non-LTE effects in the line profiles at

longer wavelengths (Kudritzki 1979), IR lines can be considered superior to Hαwhen stars with very weak

winds (e.g., Najarro et al. 1998), or luminous stars from regions with large opacity (e.g., Figer et al. 1998;

Hanson et al. 2002; Kendall et al. 2003) have to be investigated. Consequently, several tens of massive

stars have been discovered in the near-IR spectral window over the last decade. An example illustarting the

large potential of the IR observations is given in Figure 1.3.

Due to the fast development of the observational facilities, the IR astronomy has made enormous

progress during the last decade. In addition to the large ground-based telescopes, few missions from space

(e.g., IRAS, ISO, the Spitzer Space Telescope) have been successfully realized which enlarge the relatively

narrow window accessable from the Earth. New missions both from space (e.g., Space Infrared Telescope

Facility (SIRFT) and the James Webb Space Telescope) and from the ground (e.g., the LIRIS project for

the William Herschel Telescope) are now in progress. In viewof the above outlined adventages of the IR

observations, these developments should not be a surprise though.

However, the quantitative analysis of IR lines is not an easytask. In particular, modeling hydrogen and

helium lines in theJ, H, K andL spectral windows requires good knowledge of all processes going on in

the transition region from the photosphere to the supersonic layers, where most of these lines are formed.

And although our present knowledge on this issue is far from complete, the outcomes of the first IR analysis

are quite promissing (Lenorzer et al. 2004; Repolust et al. 2005).

1.5.2 Stellar continuum diagnostics

It is a well-known fact that all hot stars with moderate and large mass loss show excess radiation at longer

wavelengths. Thus, IR, (sub)millimeter, and radio continua of these stars can be used to determine their

wind properties. Since the excess radiation originates from relatively simple atomic/ radiation transfer

processes (bound-free and free-free transitions), the derived estimates ofṀ are usually considered quite

reliable.

Radio emission The method to analyze radio emission from OB-stars was developed by Wright & Barlow

(1975) and by Panagia & Felli (1975). The basic idea is as follows. Due to the negligible contribution of

the photopshere, theobservedradio flux,Sν, is essentially determined by three parameters: mass loss rate,

wind terminal velocity, and the distance to the star,d, and can be expressed as

Sν ∝
(

Ṁ
v∞

)4/3
ν0.6

d2
(1.12)
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Following this approach, mass-loss rates of many O and early-B7 stars in our Galaxy have been derived

using radio data obtained mainly from the Very Large Area (Abbott et al. 1980, 1981; Bieging et al. 1989;

Scuderi et al. 1998; Puls et al. 2008), but also from the Australia telescope (Leitherer et al. 1995).

However note that despite of its obvious advantages – knowledge of v∞ and d is only required to

determineṀ from Sν, – the radio approach has at least two restrictions: (i) due to the ν
0.6

d2 - dependence of

the observed flux, radio emission from extragalactic OB-stars cannot be analyzed, and (ii)non− thermal

radio emitters must be excluded from the target list. In the later case, since observations at minimum

two frequency points are required to estimate the corresponding spectral index, additional Submillimeter

observations can be used to extend the frequency base-line (Leitherer & Robert 1991).

IR excess Following the pioneer work of Barlow & Cohen (1977), severalgroups tried to derive

mass-loss rates for OB stars using IR excess in various bands. The agreement between these estimates and

those from Hα is generally good, but significant discrepancies are also established (see, e.g., Kudritzki &

Puls 2000). A particular problem here is that the continuum radiation in the IR becomes optically thick

already belowv∞ , and thus information about the velocity field is required tocalculate the corresponding

fluxes. Also, the contribution of the photospheric flux has tobe taken into account.

To conclude let me point out that in this thesis Hα , but also IR, Submillimeter and Radio continua diag-

nostics will be used to determine mass-loss rates of OB-stars while terminal velocities will be constrained

from the UV resonance lines.

1.6 Studies underlaying the thesis

In the very beginning, I have noted that massive stars are nota single group of objects, but comprise

various sub-groups in different parts of the HR diagram, and at different evolutionary stages. Luminous OB

stars constitute one of the most important sub-groups of massive stars, which represents early stages in the

evolution of these objects. In this thesis the main outcomesof a long-term extensive survey of stellar winds

from single OB stars in the Milky Way will be presented and largely discussed.

1.6.1 Main topics and goals

By means of my investigations I have aimed to improve our knowledge about the physics of hot luminous

stars by addressing three open issues, proven to be of immediate interest to the astronomical comunity,

7Due to their weaker winds, mid and late-B stars have lesser chance to be detected as thermal radio sources.
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Figure 1.4: Examples illustarating the effects of line blocking and blanketing in a typical O-star model of
Teff =40 kK. Left: Emergent flux,log(λ3Fλ) as a function oflogλ; Right: Local kinetic temperature,logT,
as a function of monochromatic optical depth at blue wavelength,τ4316A. Dashed lines - metal free models;
solid - models accounting for metal line opacity in NLTE. (adopted from Kudritzki & Urbaneja 2006)

namely:

i) the effects of line-blocking and blanketing

ii) the wind variability and structure, and

iii) the validity of the standard wind predictions.

• Effects of line blocking and blanketingThe most complicating issues to be taken into account when

calculating hot star wind models are the departures from LTE, and the presence of multitude of overlapping

metal absorption lines in the Extreme UV (EUV). Consequently, only metal free models in LTE were

produced and used till recently. The calculations of “blanketed” models, which properly account for NLTE

effects and the effects of stellar winds, became possible only few years ago.

As illustrated in Figure 1.4, the inclusion of metal line opacities into the NLTE model calculations is

expected to have at least two major consequences: the emerged EUV flux will be significantly blocked

(left panel), and the optical and IR fluxes will be slightly amplified due to the so-called back-warming

(right panel). Consequently, the ionizing equilibrium of all ions with thresholds in the EUV will change

significantly. In particular, the He ionization balance is predicted to move to lowerTeff compared to the

unblanketed models. In addition, the surface gravities areexpected to decrease due to the increase in the

radiative acceleration8, whilst the stellar radii will stay almost unaffected9. Following the decrease inTeff

and logg , stellar luminosities and masses will also decrease. Sincemetal lines are formed both in the

photosphere and in the wind, the effects are expected to be stronger in SGs than in DWs, but dependalso

8Note that in contrast to Helium, Hydrogen is almost unaffected since in this case the two processes, blocking and back-warming,
compensate each other.

9For stars with known distancesR⋆ follows from a comparison of absolute magnitudes (independent on the model) with theoretical
model fluxes in the V-band, which turned out to be quite similar for both the blanketed and unblanketed models.
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onTeff and, of course, on metallicity. (For a detailed discussion on line blanketing, see Puls et al. 2008 and

references therein.)

From the above outlined it follows that a revision of the stellar and wind parameters of OB stars derived

by means ofunblanketedmodel analyses is urgently required. Motivated by this needa project to determine

the “blanketed” properties of a large sample of Galactic OB-stars was initiated and accomplished by me in

collaboration with other colleagues. The results of these investigations will be outlined in Chapter 2.

• Wind variability and structure Though quite successful in explaining the globalmean wind

properties of OB stars, the standard wind models fail to describe a number of observational features, such

as, e.g., the X-ray emission, the black troughs in saturatedUV lines, the Discrete Absorption Components

in UV and optical spectra, the behaviour and complex structure of Hα etc. All these features suggest hot

stars winds are not smooth and stationary, as assumed in the standard theory, but structured and variable.

This possibility is supported by recent numerical simulations, which have shown that processes, such

as, e.g., rotation, magnetic fields, stellar pulsations andradiative wind instability may play significant role

in modifying the properties of hot star winds. (For a complete review on this subject, see Kudritzki & Puls

2000.) And although first steps to include these physical ingredients into the standard theory have already

been taken (see, e.g., Bjorkman & Cassinelli 1993, for the effects of rotation; Owocki & ud-Doula 2004

and ud-Doula et al. 2008 for the effects of magnetic fields; Owocki & Rybicki 1985 and Owocki, Castor

and Rybicki 1988 for the theory of line-force instability and its ongoing refinements by Owocki & Puls

1996, 1999), it still remains to be seen on a broad observational base whether the role of these ingredients

is indeed as significant as predicted by theory.

Guided by these perspectives, a long-term project to investigate the nature and the origin of wind

structure and variability in hot massive stars was initiated and realized by me (in collaboration with other

colleagues mainly from abroad). The main outcomes of this project will be described in Chapters 3, 4 and 5.

• Verification of theoretical predictions

The bi-stability jumpThe standard radiation driven wind theory predicts the terminal flow velocity to be

proportional to the escape velocity with a proportionalityconstand being dependent on the power law

exponent of the line-strength distribution functions (seeEq. 1.10). Since the steepness of the line strength

distribution function depends on the physical nature of thedriving lines, the proportionality constant may

also depend on it.

Recent calculations (Vink et al. 1999, 2000) have furthermore shown that atTeff ∼25 000 K a drastic

change in the ionization stage of the dominant metal speciesin the wind (from Fe IV to Fe III) should
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appear. This would lead to an abrupt decrease in thev∞ /vescratio at these temperatures, followed by a

dramatic increase iṅM . Due to similar reasons, a second jump is predicted to appearat about 10 000 K.

The predictions of Vink et al. are qualitatively consistentwith earlier observations (Lamers et al. 1995)

which revealed the presence of a dramatic decrease in the terminal flow velocity fromv∞ = 2.6vescfor

SGs ofTeff ≥21 kK to v∞ = 1.3vescfor those cooler than 21 kK. This phenomenon is calleda bi-stability

jump (Pauldrach & Puls 1990). Since the temperature scale of OB stars is expected to change due to the

inclusion of metal line opacities into the model calculations, and since new more accurate measurements of

v∞ are available, a re-determination of the parameters of the jump is required. In addition, the temperature

behaviour ofṀ , have to be examined and compared to the Vink predictions.

Wind momentum Luminosity RelationshipThe CAK theory predicts the mass loss rate of hot stars to

depend strongly on luminosity (Eq. 1.11). Unfortunately, due to the additional dependence ofṀ on the ef-

fective mass, a stellar parameter that may be highly uncertain for single stars, this relation cannot be directly

used as a diagnostic tool. Aiming to overcome this difficulty Kudritzki et al. (1995) have introduced the so-

called “modified wind momentum rate”,Dmom, by means of which they derived the following expression,

known as the “Wind-momentum Luminosity Relationship”(WLR):

logDmom = log(Ṁv∞R
1
2
⋆) = x logL + D (1.13)

whereR⋆ is expressed inR⊙ , L⋆ - in L⊙ , x= 1
α′
=2/3, and the offsetD depends on the flux-weighted number

of driving lines,Neff .

One of the most important and exciting aspects of the conceptof the WLR is that if properly cali-

brated this relation might serve as a tool to determine luminosities and thus, distances by means of purely

spectroscopic diagnostics. First results with respect to this possibility seem very promising, but certain dis-

crepancies between observed and predicted wind momenta of OB-stars have been established which need

to be additionally investigated (see, e.g., Puls et al. 1996; Kudritzki et al. 1999).

Motivated by these prospectives, a detailed investigationof the properties of the WLR for Galctic O-

stars and B-SGs was performed using original data as well as similar data from other investigations. The

empirical results were confronted with the calculations totest the theory and to validate the predictions.

The main outcomes of these investigations will be outlined in Chapters 2 and 6.

1.6.2 Approaches and methods used

The line of approach is both theoretical and empirical. The empirical part, which constitutes the major

part of this thesis, is concerned with the analysis of a largenumber of OB stars in our Galaxy. Part of
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the used spectral and photometric data were collected at theNational Astronomical Observatory (NAO,

Bulgaria) while other parts were secured at various observatories all over the world. In particular, spectral

observations were obtained at the European South Observatory (ESO), Ritter Observatory (USA), Tartu

Astrophysical Observatory (Estonia) and Catania Observatory (Italy). Photometric data were obtained with

the two Automatic Photometric Telescopes located in Arizona (USA) and with the 0.4m telescope at the

University of Toronto, Canada. Radio data were secured at the Very Large Area (VLA) within the context

of a NATO project. IR fluxes were collected at the Crimean Station of the Sternberg Astronomical Institute

(Russia) while mm-data were obtained with the S space observatory. The data were analyzed utilizing

state-of-the-art methods of quantitative spectral analysis, model atmosphere analysis, time-series analysis,

periodic analysis etc.

The theoretical approach includes: a modification of the approximate method of Puls et al. (1996) to

account for the effects of line blocking/blanketing (Sect. 2.1); calculations of NLTE line blanketed wind

models to study the properties of Galactic B-supergiants (Sect. 2.2); a modification of the TVS method

of Fullerton, Gies & Bolton (1996) to account for the effect of line emission, and a development of a

statistical approach to investigate wind variability in O-stars, as traced by Hα (Sect. 3.5); an approximate

treatment of wind clumping and its effect on the energy distribution of O-stars (Sect.3.5.5) and etc.

The outline of the thesis is as follows.

In Chapter 2, I will focus on the derivation of the “blanketed” stellar and wind parameters of a large

sample of OB stars using a modified version of the approximatemethod of Puls et al. (1996) based on

Hα alone (Sect. 2.1), and using the method of complete spectralanalysis as implemented in the state-of-

the-art model atmosphere code FASTWIND (Sect. 2.2). The newempirical data will be used to investigate

and evaluate the effects of line blocking/blanketing on the observed properties of these stars. In addition,

the corresponding Wind-momentum Luminosity Relationships will be constructed and used to examine the

empirical dependence of hot star wind properties ofTeff and logg .

In Chapters 3, the outcomes of two long-term, international monitoring campaigns to study wind vari-

ability and structures in OB-stars, and their possible relationship to processes in the stellar photosphere,

will be outlined and largely discussed (Sections 3.1, 3.3 and 3.4). Also, a statistical approach to detect

and quantify variations in line profiles affected by wind emission will be announced and used to study the

dependence of wind variability, as traced by Hα , on the stellar and wind parameters of O-stars (Sect. 3.5).

In Chapter 4, the main results of a long-term optical (spectroscopic andphotometric) survey of the

LBV P Cygni will be described with particular emphasis on three general issues: (i) the nature and origin

of the emission line spectrum (Sect. 4.3); the large diversity of variability patterns identified in the spectral
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and photometric behaviour of the star, and their possible interrelations and interpretations (Sect. 4.4); (iii)

the discovery of the short S Dor phase (Sect. 4.5).

In Chapter 5, the clumping properties of a large sample of Galactic O stars will be investigated combin-

ing our own and archival data for Hα , IR, mm and radio fluxes, and using approximate methods, calibrated

to more sophisticated models. Our findings will be compared with theoretical predictions, and the impli-

cations will be discussed in detail, by assuming different scenarios regarding the still unknown clumping

properties of the outer wind.

In Chapter 6, original results about the properties of the bi-stabilityjump at spectral type B1 (Sect. 6.2),

the WLR of O stars and B-SGs (Sect. 6.3), the wind efficiency of OB stars (Sect. 6.4), and the properties

of wind clumping in O stars (Sect. 6.5) will be confronted to theoretical predictions to check our standard

picture of radiation driven winds.

Finally, in Concluding remarks and future perspectives, I will briefly comment on several issues

following from our and similar investigations, which have been recognized from the massive star comunity

as ones of the most prominent challenges in the present-day hot star wind research. In addition, I will also

provide an overview of theMain Results and achievements, and aList of the publications underlying

the thesis.
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Chapter 2

“Blanketed” properties of OB stars

In this chapter I’m going to outline original results about global wind properties of Galactic OB stars

derived by means of two diagnostic methods: an approximate method based on the analysis of Hα line alone

(Sect. 2.1), and a modern-era method of a complete spectral analysis (Sect. 2.2). Both of these methods

account for the effects of line blocking and blanketing, and the wind effects.

2.1 Approximate method to determine O-star wind parameters

It is a well-known fact that due to uncertain distances, the error bars inṀ - estimates for individual objects,

at least in our Galaxy, are rather large. To diminish the uncertainty, one has to investigate a (very) large

sample of stars. The computational effort to analyze the spectra of evenonestar, however, is extremely large,

so that the application of the modern-era methods of complete spectral analysis becomes rather problematic.

In order to find a suitable resolution to this problem, we decided to investigate the following question:

to what extent can the analysis of the Hα profilealoneprovide results consistent with those originating from

a complete spectral analysis? In case of reasonable agreement, such an analysis can be used at least in two

ways: first, valuable information can be added to complementsmaller samples, which have been analyzed

in a detailed way by using already available Hα spectra (or spectra with missing strategic lines). Second,

from such an analysis targets for follow-up observations can be selected, particularly for investigations in

the radio and IR band (see Chapter 5).

2.1.1 Sample stars and observational material

Our investigation is based on a sample of 29 stars with spectral classes from O4 to O9.7 including 22

supergiants, one bright giant, 3 normal giants and 3 dwarfs.The stars are listed in Table 2.1 together

21
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with the adopted spectral types and luminosity classes (Column 2), clusters or association membership

(Column 3), visual magnitudes and (B − V) colours (Columns 4 and 5), extinction ratioR and distances

(Column 6 and 7), and absolute magnitudes, MV (Column 8).

Spectral types and luminosity classes for the majority of stars are taken from the works of Walborn

(1971, 1972, 1973). For HD 24 912, however, we adopt a luminosity class I instead of III as assigned by

Walborn, in agreement with Herrero et al. (1992). For the twostars without a classification by Walborn,

BD+56739 and HD 338 926, spectral types and luminosity classes originate from Hiltner (1956) and from

Hiltner & Iriarte (1955), respectively.

Cluster and association membership are from Humphreys (1978), from Garmany & Stencel (1992), and

from Lennon et al. (1992, HD 30 614). For all but two stars, HD 66 811 and HD 30 614, distances adopted

by Humphreys (1978) have been used. In these two exceptionalcases, distances are taken from the Galactic

O Stars Catalogue (Cruz-Gonzalez et al. 1974). To check the stars for spectroscopic binarity we consulted

the list of Gies (1987).

To avoid possible inconsistencies when adopting absolute magnitudes from different sources, we recal-

culated the MV of our targets using photometry and colours fromHipparcos(columns 4 and 5 of Table 2.1)

combined with a mean intrinsic colour (B − V)0 = – 0.31 and – 0.28 for stars of luminosity classes V/III

and I, respectively (Fitzgerald 1970; Wegner 1994), and an extinction law with R = 3.1, again, with the

distances as mentioned above.

For stars in several associations, individual estimates ofthe distance and/or R turned out to be available

in the literature (Cardelli 1988; Clayton & Cardelli 1988; Cardelli et al. 1989). To address the effects of

using different radii on the resulting mass-loss and wind-momentum rates, these data were also taken into

account when calculating MV . Since for the majority of stars the obtained MV -values agree within±0.3

with those published by Howarth & Prinja (1989), this value was adopted as a typical error for our MV -

estimates.

Observational material The study bases on Hα spectra obtained with the Coudé spectrograph of the 2m

RCC telescope at the National Astronomical Observatory (NAO), Bulgaria. The project started in 1997

with an  with 520 x 580 pixels of 22 x 24µ as detector. Beginning in the fall of 1998, we used

a   with a pixel area of 1024 x 1024 and a pixel size of 24µ. With the former configuration

approximately 115 Å can be observed in one exposure with a resolution of R= 15 000, while with the latter

one the spectrum coverage is approximately 200 Å , again witha resolution of 15 000. Few more spectra

were taken in April 1998 using a SBIG ST6 Thomson CCD with an area of 375 x 242 pixels and a pixel

size of 23 x 27µ. The resolution of these spectra is 15 000 over a spectral range of 72 Å.
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Table 2.1: Spectral types and photometric data of the studied stars. For objects with more than one entry,
see footnote below and text.

Star Spec. type Assoc. mV B-V R d MV
HD mag mag kpc mag

HD 190 429A O4If+ CygOB3 6.62 0.148 3.1 2.29 -6.51
HD 66 811 O4I(n)f Gum Nebula 2.21 -0.269 3.1 0.46 -6.14
HD 66 811(2) field 3.1 -6.40∗

HD 66 811(4) runaway 3.1 0.73 -7.14
HD 16 691 O4If PerOB1 8.69 0.411 3.1 2.29 -5.25
HD 16 691(1) PerOB1 2.8 2.29 -5.04
HD 16 691(3) runaway 3.1 -6.40∗

HD 14 947 O5If+ PerOB1 8.03 0.389 3.1 2.29 -5.84
HD 14 947(1) PerOB1 2.8 2.29 -5.64
HD 14 947(2) field 3.1 -6.90∗

HD 210 839 O6I(n)f CepOB2 5.05 0.192 3.1 0.83 -6.01
HD 210 839(1) CepOB2 2.76 0.83 -5.85
HD 210 839(2) runaway 3.1 -6.60∗

HD 42 088 O6.5V GemOB1 7.55 0.014 3.1 1.51 -4.35
HD 42 088(5) GemOB1 3.1 2.00 -4.96
HD 54 662 O6.5V CMaOB1 6.23 -0.018 3.1 1.32 -5.28
HD 192 639 O7Ib(f) CygOB1 7.12 0.279 3.1 1.82 -5.91
HD 193 514 O7Ib(f) CygOB1 7.42 0.392 3.1 1.82 -5.96
HD 34 656 O7II(f) AurOB1 6.79 0.00 3.1 1.32 -4.68
HD 34 656(6) AurOB2 3.1 3.02 -6.64
HD 47 839 O7V((f)) MonOB1 4.66 -0.233 3.1 0.71 -4.83
HD 24 912 O7.5I(n)((f)) PerOB2 3.98 0.016 3.1 0.40 -4.95
HD 24 912(1) PerOB2 3.98 3.24 0.40 -4.99
HD 24 912(2) runaway 3.1 -6.70∗

HD 36 861 O8III((f)) OriOB1 3.39 -0.160 3.1 0.50 -5.57
HD 36 861(1) OriOB1 5.0 0.50 -5.85
HD 210 809 O9Iab CepOB1 7.56 0.010 3.1 3.47 -6.04
HD 207 198 O9Ib/II CepOB2 5.94 0.312 3.1 0.83 -5.49
HD 207 198(1) CepOB2 2.76 0.83 -5.29
HD 37 043 O9III OriOB1 2.75 -0.210 3.1 0.50 -6.05
HD 37 043(1) OriOB1 5.0 0.50 -6.24
HD 24 431 O9III CamOB1 6.74 0.349 3.1 1.00 -5.30
HD 24 431(1) CamOB1 3.51 1.00 -5.57
HD 16 429 O9.5I/II CasOB6 7.70 0.530 3.1 2.19 -6.51
HD 30 614 O9.5Ia NGC1502 4.26 -0.008 3.1 0.95 -6.47
HD 30 614(2) runaway 3.1 -6.00∗

HD 209 975 O9.5Ib CepOB2 5.07 0.240 3.1 0.83 -6.14
HD 209 975(1) CepOB2 2.76 0.83 -5.96
HD 18 409 O9.7Ibe CasOB6 8.37 0.419 3.1 2.19 -5.50

HD 17 603 O7.5Ib(f) field 8.49 0.551 3.1 -6.70∗

HD 225 160 O8Ib(f) field 8.19 0.260 3.1 -6.40∗

HD 338 926 O8.5Ib(e?) field 9.52 1.207 3.1 -6.60∗

HD 188 209 O9.5Iab field 5.60 -0.078 3.1 -6.00∗

HD 202 124 O9.5Iab field 7.74 0.209 3.1 -6.00∗

HD 218 915 O9.5Iab runaway 7.23 -0.026 3.1 -6.00∗

BD +56 739 O9.5Ib field 9.95 0.991 3.1 -6.00∗

HD 47 432 O9.7Ib field 6.23 0.086 3.1 -6.00∗

* data corresponding to Garmany’s spectral type–MV calibration reproduced by Howarth & Prinja (1989).
(1) – MV computed with individual values for R (see text)
(2) – suggested to be a field/runaway star by Gies (1987)

(3) – suggested to be a runaway star by Stone (1979)
(4) – suggested to be a runaway star by Sahu & Blaauw (1993)

(5) – distance (as a member of NGC 2175 in GemOB1) given by Felli et al. (1977)

(6) – distance as a member of AurOB2 (Tovmassian et al. 1994)
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2.1.2 Input parameters and mass-loss determinations

As noted in the beginning of this section, the major goal of this study is to check to what extent the anal-

ysis of Hα profilesalonecan provideṀ andβ-estimates consistent with those originating from a complete

spectral analysis. To this end, we employed theapproximatemethod of Puls et al. (1996) which we have

modified to account for the effects of line-blocking and blanketing. Since this method considers the wind

physics alone requiring additional information from external photospheric diagnostics, in the following, I

will describe how those input parameters that arenotvaried throughout the fit have been obtained, and how

the effects of line-blocking/blanketing have been accounted for.

Effective temperatures and surface gravities (Columns 2 and 4 of Table 2.2) were determined from

spectral types usingown calibrations based on data obtained by Repolust et al. (2004) via a complete

(blanketed) spectral analysis1. In the particular case of luminosity class V stars, similardata from Martins

et al. (2002) were also used to increase the statistics.

Fig 2.1 shows the derived temperature (left panel) and logg (right panel) calibrations for luminosity

classes I (solid line), III (dotted line) and V (dashed line). The scatter of theTeff - data around the regression

lines is relatively small (σ = 950, 360 and 793 K, for lc I, III and V, respectively), while inthe case of

the spectral type–logg relations it is somewhat larger (σ = 0.12, 0.17 and 0.20). The reader may also

note that theTeff - calibration for late spectral types (later than O7) remains somewhat uncertain due to the

strong influence of the specific wind-density onTeff . The dotted-dashed lines overplotted in each panel

represent the empirical calibrations obtained by Vacca et al. (1996) using data derived by means of pure

H/He, non-LTE, plane-parallel, hydrostatic model atmospheres.

While the “blanketed” temperatures are found to be systematically lower than the unblanketed ones,

our results indicate that the corresponding differences decrease with decreasingTeff , being largest for lu-

minosity class I and smallest for luminosity class V stars due to the additional wind blanketing present in

supergiant atmospheres.

Concerning the logg regressions, for luminosity classes III and V no significantdifferences between

blanketed and unblanketed models were established. For (late) supergiants an increase of less than 0.15 dex

is found, in agreement with what might be expected from theory (Puls et al. (1996)).

1Close binaries (HD 93 129A and HD 303 308, Nelan et al. 2003) and fast rotators (e.g., HD 217 086 and HD 13 268 ) were
excluded due to a possible influence of the secondary on the “observed” temperatures and due to the effects of stellar rotation on the
surface temperature distribution (gravity darkening)
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Figure 2.1: Spectral type–Teff (left panel) and spectral type–logg relations for luminosity class I (bold), III
(dotted) and V (dashed) derived and used in the present study. Overplotted are the corresponding data from
Repolust et al. (2004) and for lc V objects in the left panel also from Martins et al. (2002): crosses – lc I,
asterisks – lc III, diamonds – lc V. The dotted-dashed lines represent the empirical calibrations obtained by
Vacca et al. (1996) using data derived by means of pure H/He, non-LTE, plane-parallel, hydrostatic model
atmospheres. All gravities have been corrected for the effects of centrifugal forces.

Stellar radii (Column 3 of Table 2.2) have been derived from de-reddened absolute magnitudes, MV , and

the corresponding theoretical fluxes in the V-band,Vtheo, via

5 logR⋆ = 29.58+ (Vtheo−MV) (2.1)

Vtheo= −2.5 log
∫

f ilter
4HλSλdλ (2.2)

whereHλ is the theoretical Eddington flux from the calculated models(Hλ ≈ Bλ(Trad) ∝ Teff ), andSλ is

the spectral response of the photospheric system (for more information see Kudritzki 1980). The theoret-

ical fluxes have been approximated using a radiation temperature of Trad≈ 0.9 Teff (V-band!), where this

approximation results from an analysis of line-blanketed O-star model atmospheres. The typical accuracy

of this approximation (which translates almost linearly into the derived radii) is of the order of 5% in the

O-star domain.

Helium abundance. For those stars in common with the sample by Repolust et al., we have adopted their

helium abundance. For the rest, a “normal” abundance ofYHe= N(He)/N(H) = 0.1 was used as a first guess.

Subsequently, this value was increased, if necessary, to obtain a better fit (with respect to the He II blend).

Therefore, these values can be considered only as rough estimates.

Radial and rotational velocities For stars hotter than 35 500 K, radial velocities (not listedin Table 2.2)

and projected rotational velocitiesvsini (Column 6 of Table 2.2) are taken from the General Catalogue

of Mean Radial Velocity (GCMRV, Barbier-Brossat & Figon 2000) and from Penny (1996), respectively.
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For the rest, we obtained own estimates forVsys andvsini fitting the He Iλ6678 absorption line with

model calculations. The reliability of these estimates waschecked by comparison with data from other

investigations. In particular, our set ofvsini - estimates conforms quite well (within±10 km s−1) with

those from Penny (1996) for 9 out of 11 objects in common. Goodagreement was also found between our

set ofVsys- data and that of Conti et al. (1977) (within±20 km s−1) for 13 stars in common.

Wind terminal velocities (Column 8 of Table 2.2) have been derived either by fitting UV metal lines,

available from theinesIUE archive (http://ines.hia.nrc.ca/ines),with model calculations, or by in-

terpolating various estimates available in the literature(Haser 1995; Howarth et al. 1997; Lamers et al. 1995;

Groenewegen et al. 1989). For several starsv∞ - data derived by means of the spectral type –v∞ calibrations

of Kudritzki & Puls (2000) were also used.

Radiation temperatures at Hα and photospheric profiles. To account for the effects of line blanketing,

we have used a value ofTrad= 0.91 Teff for luminosity class I objects, andTrad= 0.86 Teff for the other

luminosity classes, where these values originate from a calibration of a large grid of (line-blanketed) model

fluxes. (For unblanketed model atmospheres this value is of the order of 0.77Teff (cf. Puls et al. 1996).)

In principle, thephotospheric input profileshave to be recalculated as well. Because of the insensitivity

of the Balmer lines to changes inTeff in the O-star domain, however, we employed the same (unblanketed)

grid of photospheric profiles as described in Puls et al. (1996), evaluated at the “new” effective temperatures,

of course.

Wind minimum velocity, vmin, and the electron temperature,Te Following Puls et al., we adoptvmin =

1 kms−1 andTe = 0.75Teff . These values are consistent with the parameterized run of the H/He departure

coefficients, which remains roughly unaffected by blanketing effects, at least if the values ofTradas cited

above were used.

Determination of global wind parameters In our approach mass-loss rates,Ṁ (Column 9 of Table 2.2),

are derived from the best fit of the observed Hα profiles with model calculations. For stars with Hα in

emission, also the velocity exponentβ can be estimated from the line-profile fit in parallel withṀ (Puls et

al. 1996). In these cases (β given as italic numbers in Table 2.2), an average value ofβ = 1.02± 0.09 was

derived. For objects with Hα in absorption, on the other hand,β = 0.8 (as expected from theory for thin

winds) was adopted as a starting value and subsequently improved, where possible.

In several cases a perfect fit to the observed Hα profile was not possible to be derived using the Puls et al.

“standard” parameterization of the He II and Hα departure coefficients. In these particular cases, to improve
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Table 2.2: Blanketed stellar and wind parameters of the O-star sample, as derived in the present study. Stars
with more than one entry correspond to the entries in Table 2.1 and differ mainly in the adopted stellar
radius and in the dependent quantities.
Bold face numbers for logL andDmom indicate the preferred solution that is used in our final analysis of
the WLR (“case C”, cf. Sect. 2.1.4) while italics forβ mark valuesderivedfrom emission type profiles.
Modifications of departure coefficients for He II are given asmultipliers r4,6 to standard values from Puls
et al. (1996). Modifications of departure coefficients for hydrogen are given by absolute numbers,bin

2 /b
in
3 .

“pt” indicates whether Hα is in absorption or emission.
Teff in kK, L in L⊙, vsini andv∞ in km s−1, Ṁ in 10−6 M⊙/yr, Dmom in cgs andQ in units of M⊙/yr.

Object Teff R⋆ logg YHe vsini log L v∞ Ṁ β r in
4 /r
∞
6 bin

2 /b
in
3 log Dm log Q pt

HD 190 429A 39.2 20.8 3.65 0.14 1355.97 2 400 14.2 0.95 1.05/ 29.99 -6.82 e
HD 66 811 39.2 17.5 3.65 0.20 2035.82 2 300 6.4 0.92 /1.05 29.59 -7.06 e
HD 66 811(2) 19.8 5.92 7.6 /1.05 29.69 -7.06
HD 66 811(4) 27.8 6.22 12.8 /1.05 29.99 -7.06
HD 16 691 39.2 11.6 3.65 0.10 140 5.46 2 300 5.60.96 29.46 -6.85 e
HD 16 691(1) 10.6 5.38 4.9 29.38 -6.85
HD 16 691(3) 19.8 5.92 12.5 29.92 -6.85
HD 14 947 37.7 15.7 3.56 0.20 133 5.65 2 300 7.70.98 1.15/ /1.45 29.65 -6.91 e
HD 14 947(1) 14.3 5.57 6.67 1.15/ /1.45 29.56 -6.91
HD 14 947(2) 25.6 6.08 16.0 1.15/ /1.45 30.07 -6.91
HD 210 839 36.2 17.5 3.48 0.10 214 5.68 2 200 5.11.00 1.05/ 2./ 29.47 -7.16 e
HD 210 839(1) 16.3 5.62 4.6 1.05/ 2./ 29.41 -7.16
HD 210 839(2) 23.0 5.91 7.7 1.05/ 2./ 29.71 -7.16
HD 42 088 38.6 7.7 3.85 0.12 62 5.08 2 200 0.38 0.85 1.3/ 28.17 -7.75 a
HD 42 088(5) 10.7 5.36 0.62 1.3/ 28.45 -7.75
HD 54 662 38.6 11.9 3.85 0.12 85 5.45 2 450 0.6 0.80 28.50 -7.84 a
HD 192 639 34.7 17.2 3.39 0.20 1105.59 2 150 5.3 1.09 1.25/.80 29.47 -7.13 e
HD 193 514 34.7 17.6 3.39 0.10 95 5.61 2 200 2.7 0.80 /1.48 29.20 -7.44 a
HD 34 656 34.7 9.8 3.50 0.12 85 5.10 2 150 0.62 1.09 1.5/ 28.42 -7.69 a
HD 34 656(6) 24.1 5.88 2.40 1.5/ 29.20 -7.69
HD 47 839 37.5 9.9 3.84 0.10 62 5.24 2 200 1.2 0.75 28.72 -7.41 a
HD 24 912 34.0 11.2 3.35 0.15 204 5.18 2 400 1.19 0.78 1.3/.85 28.78 -7.50 a
HD 24 912(1) 11.5 5.20 1.23 1.3/.85 28.80 -7.50
HD 24 912(2) 25.2 5.88 4.0 1.3/.85 29.48 -7.50
HD 36 861 33.6 15.1 3.56 0.10 66 5.42 2 400 0.8 0.80 28.67 -7.87 a
HD 36 861(1) 17.2 5.53 0.97 28.78 -7.87
HD 210 809 31.7 19.6 3.23 0.14 1005.54 2 100 4.5 0.91 1.1/ 29.42 -7.29 e
HD 207 198 31.7 15.2 3.23 0.12 85 5.32 2 100 0.9 0.97 1.3/ 28.67 -7.82 a
HD 207 198(1) 13.9 5.25 0.79 1.3/ 28.59 -7.82
HD 37 043 31.4 19.8 3.50 0.12 120 5.54 2 300 1.2 0.85 1.6/ 28.89 -7.87 a
HD 37 043(1) 21.6 5.61 1.37 1.6/ 28.97 -7.86
HD 24 431 31.4 14.0 3.50 0.12 90 5.24 2 150 0.3 0.95 1.3/ 28.18 -8.24 a
HD 24 431(1) 15.9 5.35 0.36 1.3/ 28.29 -8.25
HD 16 429 31.0 24.8 3.19 0.10 80 5.71 1 600 1.4 0.85 1.3/.9 28.85 -7.95 a
HD 30 614 31.0 24.9 3.19 0.10 100 5.71 1 550 4.21.05 1.3/ 29.31 -7.47 e
HD 30 614(2) 19.6 5.51 2.9 1.3/ 29.10 -7.48
HD 209 975 31.0 20.9 3.19 0.10 90 5.56 2 050 1.8 0.80 1.3/ /1.42 29.03 -7.72 a
HD 209 975(1) 19.2 5.49 1.58 1.3/ /1.42 28.95 -7.73
HD 18 409 30.6 15.7 3.17 0.14 1105.29 1 750 1.5 0.70 28.82 -7.62 a

HD 17 603 34.0 25.2 3.35 0.12 110 5.88 1 900 5.901.05 1.1/ 29.55 -7.33 e
HD 225 160 33.0 22.4 3.31 0.12 125 5.73 1 600 5.30.85 1.5/.9 29.40 -7.30 e
HD 338 926 32.5 22.7 3.27 0.12 80 5.72 2 000 5.71.00 29.53 -7.28 e
HD 188 209 31.0 19.6 3.19 0.12 87 5.51 1 650 1.6 0.90 1.4/ /1.47 28.87 -7.73 a
HD 202 124 31.0 19.6 3.19 0.12 140 5.51 1 700 3.21.25 1.4/.7 29.18 -7.43 e
HD 218 915 31.0 19.6 3.19 0.12 80 5.51 2 000 1.7 0.95 1.2/ /1.54 28.98 -7.71 a
BD+56 739 31.0 19.6 3.19 0.12 80 5.51 2 000 2.3 0.85 1.35/ /1.33 29.02 -7.61 a
HD 47 432 30.5 18.9 3.17 0.12 95 5.45 1 600 1.91.03 1.4/.8 /1.07 28.92 -7.64 e
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the fit we were forced to “play” with the departure coefficients. The finally adopted values are listed in

Columns 11 and 12 of Table 2.2. However, note that all these modifications are more or less “cosmetic”,

i.e., they improve the quality of the fit, but do not affect the values oḟM andβ derived throughout the fitting

procedure. (For more detailed information see Markova et al. 2004).

HavingTeff , R⋆ , v∞ andṀ determined as outlined above, stellar luminosities logL/L⊙ (= 4πR2
⋆σT4

eff)

and modified wind momentum ratesDmom (= Ṁ v∞ R⋆ /R⊙ 0.5) were calculated and used to construct the

corresponding WLR.

2.1.3 Error analysis.

In this section I will briefly describe the error analysis, anissue that is particularly important when deriving

the wind-momentum luminosity relationship (see Sect. 2.1.4).

To estimate the errors in the derived stellar and wind parameters, we followed the philosophy outlined

in detail by Repolust et al. (2004) with one exception though. Since in our approachTeff and logg are

derived from empirical calibrations, the error in these quantities is not determined by the quality of the line

profile fits, but instead reflects the uncertainties in our calibrations and in the underlying data-base.

Concerning stellar radius, from Eq. 2.1 it follows that the error in this parameter can be calculated as:

∆ logR⋆ ≈ 0.2
√

(∆MV)2. + (2.5∆ logTeff)2 (2.3)

∆ logTeff = log

(

1+
∆Teff

Teff

)

(2.4)

With ∆MV = ± 0.3 and∆ Teff = ± 1 500 K, the corresponding error inR⋆ of our sample stars is dominated

by the uncertainty in MV , and is of the order of∆ log R⋆ ≈ ±0.06, i.e., roughly 15 %.

Specified in this way, the error in luminosity is given by

∆ logL ≈
√

(4∆ logTeff)2 + (2∆ logR⋆)2 (2.5)

and results in∆ logL ≈ ±0.15.

To assess the errors iṅM , it is important to realize that any line-fit to Hα does not specifyṀ itself, but

only the quantityQ = Ṁ
R1.5
⋆

introduced by Puls et al. (1996). The error in this quantity is determined by:

∆ logQ = log

(

1+
∆Ṁ

Ṁ

)

R⋆=const

(2.6)

For emission profiles, where alsoβ can be constrained from the fit, we estimated the precision ofthe
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Figure 2.2: Comparison of derivedQ-values from our analysis with corresponding data from Repolust et
al. (2004), for eleven stars in common. The Q-values of the complete analysis have been corrected for
differences inTeff . Overplotted are the individual error bars calculated according to Sect. 2.1.3

.

derivedQ as±20% (from the fit quality). For absorption profiles, we have varied β typically by±0.1 (or

more, if necessary), and obtained the corresponding upper and lower boundaries oḟM (actually, ofQ) from

additional fits to the observed profiles. When these error estimates were smaller than the adopted error from

above (i.e.,±20%), the latter value was chosen as a conservative minimum.Note that the maximum errors

in Q can reach factors of almost two for absorption profiles (the so-calledβ - problem).

From the error inQ, the uncertainty in the derived wind-momentum rate,Dmom, can be calculated via

∆ logDmom ≈
√

(∆ logQ)2 + (2∆ logR⋆)2 + (∆ logv∞)2 . (2.7)

With a typical error of about± 150 km s−1 in v∞ , the error in logDmom was estimated of the order of±0.15,

i.e., similar to the error in logL.

2.1.4 Verifying the approximate approach

The basic outcome of our approximate analysis are theQ- and logDmom- values. Now, in accordance with

our primary goal, we have to convince ourselves that our estimates for these quantities are consistent with

the results of the complete analysis. That way, we will particularly verify our modifications concerning the

effects of line-blocking/blanketing.
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Comparisons in terms ofQ-values

There are 11 stars in common between our O-star sample and theone of Repolust et al. (2004) analized

by means of the complete NLTE spectral analysis. In the following, I will use these stars as a reference to

justify the validity of our approximate approach to providereliable estimates ofQ.

In their work Puls et al. (1996) have noted that anyQ-value derived from Hα profiles should be almost

independent of stellar parametersi f in the underlying models the same terminal velocities were used, and

i f the influence of different effective temperatures were considered by applying a temperature correction

(their Eqs. 48 and 49). For each of the eleven stars in common with Repolust et al., identical values of

v∞ have been used in the both analyses, whilst the corresponding temperatures are somewhat different.

Following the procedure outlined by Puls et al. (1996), the temeperatures of these stars were unified, and

the two sets of logQ - values were subsequently compared.

The results of the comparison are shown in Fig. 2.2. Whilst athigher values of logQ (denser winds), the

agreement is excellent (within 0.06 dex), at lower values the differences can become significant. Insofar,

the above mentionedβ-problem might be the source of this discrepancy, and a closer inspection of the

corresponding errors (see Table 3 of Markova et al. 2004) revealed that this actually is the major source of

disagreement. In many cases real variability in the strength of the studied winds seems also contribute.

Comparisons in terms of WLR

“Fine-tuning” e ffects Since the derived wind momenta are strongly dependent on theused redding law

and the adopted distances, in our analysis we are forced to deal with more than one entry for many of our

sample objects. Using these data, we can now study the consequences of “fine tuning ” direct and indirect

parameters entering the Wind-momentum Luminosity Relation (see Sections 1.6 and 6.3).

Let me first comment on the influence of using different values for the total to selective extinction,R.

The largerR, the brighter the star is in the visual, and the larger the stellar radius. Since we are fitting for

Q, the mass-loss and the wind-momentum rate also increase, aswell as the (bolometric) luminosity. Even

in cases of an “extreme” extinction ratio of 5.0, however, the resulting differences inR⋆ andṀ are small,

roughly 10 to 14% of the values derived withR = 3.1. (Hereafter all data obtained usingR = 3.1 will be

referred to as “standard” values). The corresponding variations in logL andDmom are also small, (much)

smaller than the individual uncertainties for these quantities. Moreover, the corresponding shifts are found

to be almost in parallel to any expected wind-momentum luminosity relationship (see Fig. 5 of Markova

et al. 2004). These findings indicate that any uncertainty inR should be of minor influence on the results

concerning the WLR.
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To account for the total effect of the “fine tuning ” on the derived WLR, various combinations of input

data have been considered:

i) Case A includes those entries without any superscript (standard, i.e., (almost) all distances from

Humphreys (1978) andR = 3.1) plus the specific values adopted for the four “peculiar objects”

(HD 16 691, HD 4 912, HD 34 656 and HD 42 088)2.

ii) Case B refers to entries with superscript 1 (individual reddening) plus “peculiar objects” plus data

without superscript for the rest of the stars.

iii) Case C combines data with superscript 2 plus “peculiar objects” plus data with superscript 1 (if no

entry with superscript 2 available) plus standard values for the rest.

iv) Case D comprises case C plus field stars.

In Fig. 2.3 the WLR based on the data-set corresponding to case D is shown. Numbers correspond to

luminosity classes. Linear regressions, obtained by meansof χ2 minimization accounting for the individual

errors inboth directions, are shown as solid (l.c. I/II) and dotted (l.c. III/V) lines. We have used the

conventional formulation given by Eq. 1.13, namely

logDmom = x log(L/L⊙) + Do (2.8)

with exponentx being the inverse ofα’, which corresponds to the slope of the line-strength distribution

function corrected for ionization effects (Puls et al. 2000; Kudritzki & Puls 2000).

To our knowledge, this investigation together with that of Repolust et al. (2004) are the first to account

for errors in both directions. We consider this type of regression as essential since the errors in logL are

of the same order as those in logDmom, and theyare furthermore correlated. Indeed, if we assume that

the momentum rate is lower because of a smaller radius, we also have to assume that the luminosity is

smaller (and vice versa), a fact not accounted for in the standard type of regression. Actually, by comparing

with results from a conventional least square fit (even accounting for the specific errors in logDmom), we

sometimes find significant differences in the regression coefficients. Only when the errors in logL are small,

both methods yield similar results.

What is immediately apparent from Fig. 2.3 is thatnormal giants and dwarfs show lower wind momenta

(roughly by 0.3. . . 0.5 dex) than supergiants at the same bolometric luminosity, and that they are in good

agreement with the theoretical predictions (dashed line) by Vink et al. (2000). However, note that due to the

2From a detailed investigation of the derived stellar and wind parameters of these stars we concluded that the corresponding
estimates seem somewhat dubious.
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Figure 2.3: WLR for our sample of Galactic O-type stars, caseD. Error bars with respect to∆ log Dmom

are displayed for all stars with Hα in absorption. The errors for the remaining objects with Hα in emission
and the errors for∆ log L roughly agree with the typical error bars displayed in the figures. Regressions
accounting for individual errors in both co-ordinates are also shown.
Numbers 1, 3 and 5 correspond to luminosity classes I, III andV,respectively. Special symbols: “zP”
corresponds toζ Pup; the “x” denotes HD 47 839 (15 Mon, lc V), the open square - HD 16 429 (lc I) and
the asterisk - HD 34 656; circles denote the field stars.

short interval in logL covered by giants and dwarfs, the regression for luminosityIII /V objects cannot be

regarded as significant. Consequently, in Table 2.3 only theregression coefficients for the luminosity class I

objects obtained for the different samples (A, B, C and D) are listed. Similar data from other investigations

(Kudritzki & Puls 2000; Herrero et al. 2002; Repolust et al. 2004), and such predicted by theory for stars

with Teff >30 000 K (Vink et al. 2000), are also included for comparison.

Close inspection of the data in Table 2.3 indicates that moving from Case A to Case D the regression

somewhat improves, i.e., the errors of the parameters decrease (and move towards those predicted by the-

ory). Accounting for the fact that the positions of the field stars (case D) remain somewhat uncertain since

they strongly depend on the accuracy of the empirical MV -calibration, I will concentrate now on sample C,

which appears to be the most relevant, in terms of both statistics and underlying physical assumptions.

Comparison to results from complete spectral analyses A comparison between our results (Case C) to

such from other investgations shows that except for the datafrom Kudritzki & Puls (2000), the remaining

“observational” results are rather similar. Given that thevalues quoted by Kudritzki & Puls (2000) have

been derived by means ofunblockedmodel atmospheres, and that the other three investigationseither use,

or rely on the same (line-blanketed) model atmosphere code,FW, these findings should not be a

surprise though. On the other hand, however, the fairly goodagreement between our results (case D) and

those from the complete spectral analysis (Repolust et al. 2004) indicates thatthe approximate approach
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Table 2.3: Coefficients of the WLR obtained for the supergiants of our sample cases A, B, C and D in com-
parison to results from other investigations. The values ofthe minimizedχ2 (not displayed here) indicate
an acceptable fit in all four cases. Regression accounting for errors in both co-ordinates for case A to D and
the analysis by Repolust et al.; standard least square fit forremaining entries.

Sample logDo x α′

Case A 16.88±2.53 2.21±0.45 0.45±0.09
Case B 17.53±2.18 2.10±0.38 0.48±0.09
Case C 19.00±1.37 1.83±0.24 0.55±0.08
Case D 18.58±1.25 1.90±0.22 0.53±0.06
Herrero et al. 19.27±1.37 1.74±0.24 0.58±0.08
Repolust et al. 18.30±2.12 1.97±0.38 0.51±0.10
Kudritzki & Puls 20.69±1.04 1.51±0.18 0.66±0.08
Vink et al. 18.68±0.26 1.83±0.044 0.55±0.013

followed by us actually can provide compatible results in terms of both Q - values (respectively,Ṁ ) and

WLR, not only qualitatively, but also quantitatively.

2.1.5 Enlarging the sample

The latter conclusion allows us to proceed in the spirit as outlined in the introduction, namely to combine

our data with the data-sets from Repolust et al. (2004) for stars not in common and Herrero et al. (2002),

in order to improve the statistics, and to study the WLR of Galactic O stars by means of the largest sample

of stars used so far. In total, this sample comprises 19 supergiants and 15 lc III/V objects entering the

regression. Again, we have accounted for the errors in both directions, with errors taken from the respective

investigations. Note that the errors in the sample from Repolust et al. are dominated by the uncertainty in

radius, similar to the objects from our sample. In contrast,the errors in the sample from Herrero et al. are

somewhat lower, since these authors have investigated objects fromoneassociation only, i.e. Cyg OB2,

which reduces the scatter.

The WLR for the unified O-star sample is illustrated in Fig. 2.4. Theoretical wind momenta as predicted

by Vink et al. (2000) (see Sect. 6.1, Eq. 6.3) are also shown (solid line) for comparison. Obviously,the

WLR for luminosity class III/V objects strictly follows the theoretical predictions while the relation for the

supergiants shows a vertical offset, corresponding now to an average factor of roughly 0.25 dex. Note that

with respect to lc III/V objects, the “unified” sample covers a much larger range in logL. Thus, a more

precise determination of the corresponding regression coefficients than before is possible. Note in addition

that even those stars with only upper limits forDmom (those with an arrow), which havenot been included

into the regression, follow the continuation of lc III/V objects - a finding that has already been discussed by

Repolust et al. (2004).
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Figure 2.4: WLR for Galactic O-type stars. Sample includes our sample case C, the sample by repo04 for
objectsnot in common and the sample by Herrero et al. (2002). Regressionaccounting for errors in both
directions and appropriate correlations; errors corresponding to respective publications. All symbols as in
Fig. 2.3; arrows indicate upper limits for objects with almost purely photospheric profiles which have been
discarded from the regression.

Table 2.4: Coefficients of the WLR obtained for Galactic O-stars, by combining our sample case C with
the results from Herrero et al. (2002) and Repolust et al. (2004) for objects not in common. Regression
accounting for errors in both co-ordinates.χ2/(N − 2) gives the “average” value of the minimizedχ2 per
degree of freedom, whenN is the number of objects included in the sample. “lc” denotesregression as
function of luminosity class. Asterisks mark corresponding data from Repolust et al.

Sample logDo x α′ χ2/(N − 2)

lc I 18.73±1.13 1.87±0.20 0.53±0.06 0.77
lc I∗ 18.24±1.76 1.96±0.30 0.51±0.08
lc III /V 18.57±1.98 1.86±0.36 0.54±0.10 0.66
lc III /V∗ 18.64±1.29 1.85±0.23 0.54±0.07

The results of the regression analysis for our “unified” sample, and for the “unified” sample of Repolust

et al. (2004), are summarized in Table 2.4. Note in particular that the coefficients for lc I objects derived by

us are closer to the values predicted by theory and affected by smaller errors (due to the improved statistics)

than those obtained by Repolust et al. (2004). Note also thatbecause of the inclusion of giants and dwarfs

from our investigation, the “unified” lc III/V sample now shows a better coverage along the logL axis (with

no gaps in between). The corresponding regression coefficients, however, deviate stronger from the values

predicted by theory and have a somewhat larger error than those derived by Repolust et al. (2004). This

finding (for weak winds) again points to theβ problem discussed in Sect. 2.1.4, and may also indicate a

higher sensitivity of the results on the approximations used by our method.
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2.1.6 Summary

In this section I have outlined main results about wind properties of Galactic O-stars derived by mean

of an approximate approch using Hα alone. One of the main objectives was to investigate the potential

of this approach to provide mass-loss and wind-momentum rates, compatible to those from a complete

spectral analysis. This goal has been attained in two ways: (i) by comparing the derived mass-loss rates

(actually, the correspondingQ-values) to those determined by Repolust et al. (2004) via a complete NLTE

spectral analysis for stars in common, and (ii) by comparingthe Wind-momentum Luminosity Relationship

for our sample stars to those derived by other investigators(Kudritzki & Puls 2000; Herrero et al.

2002; Repolust et al. 2004) Additionally, we studied the consequences of “fine tuning” direct and indirect

parameters entering the WLR, e.g., by taking different values for stellar reddening and distance into account.

The main outcomes of this study can be summarized as follows:

• To determineṀ and the velocity field exponentβ, we applied the approximate method developed by Puls

et al. (1996), which has been modified by us to account for the effects of metal line-blocking/blanketing.

The major modification concerns the change of radiation temperature in the neighboring continuum.

• To estimate the “blanketed”Teff , and logg -values of the sample stars, needed to perform the Hα profile

fitting, we derived own calibrations for luminosity classesI, III and V using data from recent spectroscopic

analyses of individual Galactic stars derived via NLTE atmospheric models with mass-loss, sphericity and

metal line blocking/blanketing (Repolust et al. 2004; Martins et al. 2002).

• A comparison of ourQ-values with those from Repolust et al. (2004) for 11 stars incommon indicates

that both methods give excellent agreement in those cases where the wind-emission is significant, whereas

for (very) low wind-densities discrepancies may arise, which are mostly related to the problem of uncertain

velocity exponents,β. Our analysis furthermore showed that not only theQ-values, but also the WLR

derived by means of our approximate approach, are in good agreement to the results originating from a

complete spectral analysis. Therefore, this method can be used to solve the statistical problem mentioned

in the introduction when studying wind properties of Galactic O-stars.

• Based on the complete set of stellar and wind parameters, we investigated the influence of using different

combinations of stellar reddening and distances (available in the literature) on the properties of the empirical

WLR. In particular, this analysis indicates that using individual instead of mean values for stellar reddening

causes variations in logL andDmom, which are (much) smaller than the individual uncertainties for these

quantities.

• Based on our original data and incorporating similar data from other investigations (Repolust et al. 2004;
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Herrero et al. 2002), we studied the properties of the WLR of Galactic O stars by means of the largest

sample of stars used so far. Consequently, a clear separation between the WLRs for luminosity class I

objects, and those of luminosity class III/V, was established. This finding is in agreement with Repolust et

al. (2004), but disagrees with results from theoretical simulations of line-driven winds (Vink et al. 2000;

Puls et al. 2003), which do not find such a separation, but predict a unique relation instead. In Sect. 5 I will

return to this point again.
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2.2 Complete spectral analysis of B supergiants with FASTWIND

While the number of Galactic O and early B stars with reliablydetermined stellar and wind parameters has

progressively increased during the last few years (e.g., Herrero et al. 2002; Repolust et al. 2004; Markova

et al. 2004; Garcia & Bianchi 2004; Bouret et al. 2005; Martins et al. 2005; Crowther et al. 2006), mid-

and late-B supergiants (SGs) are under-represented in the sample of stars investigated so far. Indeed, due

to the larger variety of atomic species being visible – the most important among which is Silicon, the

main temperature indicator in the optical domain – the reproduction of B-star spectra is a real challenge

for state-of-the art model atmosphere codes since it requires a good knowledge of the physics of these

objects combined with accurate atomic data. On the other hand, B-SGs represent an important phase in the

evolutionary sequence of massive stars, and it is thereforeparticularly important to increase and improve

our knowledge of these objects.

In this section, I will outline the main outcomes of a projectto study the physical properties of Galactic

B-SGs employing modern-era methods of complete spectral analysis. One of the main goals of the

project is to test and to apply the potential of the NLTE atmosphere code FASTWIND to provide reliable

estimates of stellar and wind parameters of stars withTeff from 30 to 11 kK. By means of these data and

incorporating additional datasets from alternative studies, several important, but still open issues, such as,

e.g., the effects of line-blocking/blanketing, the WLR for B SGs etc, will be addressed and investigated in

detail.

Before discussing the main topic, let me first consider two other issues that might be of interest to the

reader: the status-quo of the present-day quantitative spectroscopy of hot massive stars, and the FASTWIND

code.

Modern-era quantitative spectroscopy of hot stars Quantitative spectroscopy is the most powerful tool

to get observational constrains on the physics of various types of stars. The ultimate goal of the quantitative

spectral analysis is by means of appropriate “model atmosphere”3 to reproduce the observed spectral energy

distribution of a given star and to determine its fundamental stellar and wind properties.

However, to produce reliable quantitative predictions, model atmospheres have to include a realistic

description of the physics involved. In this respect, modeling the atmosphere of hot massive stars is a

tremendous challenge for the present day astrophysics. Indeed, due to their huge luminosities, the physics

of hot star atmosphere is dominated by radiative processes,i.e. non− LT E effects in the entire atmosphere

3What astrophysicists understand when saying “model atmosphere” is a complete description of the behaviour of certain depth-
dependent variables (e.g., temperature, presure, densityof ions and electrons, velocity fields and chemical composition) by means of
which a given star, and its spectrum, can be characterized.
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are important, and therefore have to be taken into account. In addition, the effects of stellar winds on the

structure of the atmosphere have to be also accounted for.

While the first attempts to obtain quantitative informationfrom the spectrum of a hot star dates back

to Unsold in hisLT E analysis ofτ Scorpii, the first successful explanation of the optical spectrum of hot

massive stars by means ofmodel atmospheredates to the work of Auer & Mihalas (1972), wherenon-LTE

effects in a plane-parallel and hydrostatic atmosphere have been taken into account.

Since this milestone, the quantitative spectroscopy of hotmassive stars has made a dramatic progress.

Thanks to the enormous advancement of model atmosphere, atomic physics and radiative transfer tech-

niques, and thanks to the exponential growth of the computational power, a new generation of model at-

mosphere codes have been developed, which properly accountfor non-LTEeffects and the effects of stellar

wind, includingmetal line blocking/blanketingand windclumping(see Sect.1.6.1). These are:CMFGEN

(Hillier & Miller 1998; Hillier et al. 2003), thePoWRcode developed by W.R. Hamann and collabora-

tors, the multi-purpose model atmosphere code “PHOENIX” (Hauschildt & Baron 1999),WM − Basic

(Pauldrach et al. 2001), andFAS TWIND(Santolaya-Rey et al. 1997; Puls et al. 2005). For the particular

case of late-B and A-SGs, a hybrid non-LTE technique to determine their stellar and wind parameters was

developed and used by Przybilla et al. (2006).

Here, it is important to realize that the calculation ofa realistic hot star model atmosphere is a very

complicate task, which requires clever numerical techniques to be developed and used. And although the

problem is tractable from the mathematical point of view, none of the codes cited above is able to solve

consistently, and simultaneously, the complete physics ina reasonable amount of time. Consequently,

various simplifying assumptions and approximations have been introduced by the modelliers to decrease

the complexity of the system, and thus to reduce the computational time required.

Apart from the assumptions and approximations applied, thecodes can also differ in the methods used

to calculate the models. (For a brief comparison of the available codes see Puls 2008.) Presently, three such

methods exist and are largely used, these are:

• i) self-consistentmethods in which the wind structure is determined by a radiative force, calculated

by means of self-consistent NLTE occupation numbers, and the corresponding radiation field. To

determine the atmospheric structure and to produce the synthetic spectrum, these methods require

four input parameters:Teff , logg , R⋆ and chemical abundances (plus eventually clumping factors

and a description of the X-rays/UV emission).

• ii) consistentmethods where the main wind properties,Ṁ andv∞ , can be adapted to fit the wind-

lines by varying the force-multiplier parameters. The corresponding input parameters areTeff , logg ,
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R⋆ , stellar abundances, and the force-multiplier parametersk, α andδ (plus clumping factors and

description of X-ray/EUV emission (if necessary)).

• iii) unified model atmospheremethods where the wind structure is analytically describedvia aβ ve-

locity law, and a smooth transition between the wind and the quasi-hydrostatic photosphere. The

input parameters here areTeff , logg , R⋆ , chemical abundances,̇M , v∞ , β, and eventually clump-

ing factors and description of X-ray/EUV emission. (For more detailed comments on this issue the

interested reader is referred to Puls, Vink & Najarro (2008).)

The FASTWIND code Most of the results presented in this thesis have been obtained by means of the

FASTWIND code (Fast Analysis of Stellar atmospheres with WIND), which calculates NLTE line blan-

keting model atmosphere for hot stars with winds. The methodimplemented in this code belongs to those

described in the last item above, i.e. the code comprises theconcept ofunified model atmospheres(Gabler

et al. 1989) where the photosphere is assumed to be in hydrostatic equilibrium with a velocity law follow-

ing from the equation of continuity (Eq. 1.7), while near thesonic point4 a smooth transition to aβ type

velocity law of the form

v(r) = v∞

(

1− bR⋆
r

)β

b = 1−
(

v(R⋆)
v∞

)1/β

(2.9)

is made for the supersonic part of the wind. Consequently, the code can deal with extreme emission lines

produced by very strong winds as well as with an entire absorption spectrum for extremely weak winds.

This point is particularly important when optical (but alsoIR) spectra of OB stars have to be analyzed.

One of the main adventages of FASTWIND is that it is extremelyfast enabling a vast amount of models

to be calculated. In particular, it needs about 30 min, against several hours forCMFGENor WM−Basic, to

produce a single model. This high efficiency is obtained by applying appropriate physical approximations

to certain processes where high precision is not required. Adetailed and complete description of the code

can be found in Puls et al. (2005).

2.2.1 Sample stars and observational material

Sample stars. Table 2.5 lists our sample stars, together with their corresponding spectral and photometric

characteristics, association/cluster membership and distances. For hotter and intermediate temperature stars,

spectral types and luminosity classes (Column 2) were takenfrom the compilation by Howarth et al. (1997),

while for the remainder, data fromS IMBADhave been used.

SinceHIPPARCOSbased distances are no longer reliable in the distance rangeconsidered here (e.g.,

4This is the point where the velocity equals the sound speed.
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Table 2.5: Galactic B-SGs studied in this work, together with adopted photometric data. For multiple
entries, see text.

Object spectral member- d V B− V (B− V)0 MV

(HD#) type ship
185 859 B0.5 Ia -7.0*
190 603 B1.5 Ia+ 1.57c 5.62 0.760 -0.16 -8.21

5.62 0.54±0.02 -7.53
206 165 B2 Ib Cep OB2 0.83a 4.76 0.246 -0.19 -6.19
198 478 B2.5 Ia Cyg OB7 0.83a 4.81 0.571 -0.12 -6.93

4.84 0.40±0.01 -6.37
191 243 B5 Ib Cyg OB3 2.29a 6.12 0.117 -0.12 -6.41

1.73b -5.80
199 478 B8 Iae NGC 6991 1.84d 5.68 0.408 -0.03 -7.00
202 850 B9 Iab Cyg OB4 1.00a 4.22 0.098 -0.03 -6.18
212 593 B9 Iab -6.5*

a Humphreys (1978);b Garmany & Stencel (1992);c Barlow & Cohen (1977);
d Denizman & Hack (1988)

∗ from calibrations (Humphreys & McElroy 1984)

de Zeeuw et al. 1999; Schröder et al. 2004), photometric distances collected from various sources in the

literature have been adopted (Column 4). In particular, forstars members of OB associations, we drew

mainly from Humphreys (1978), but also consulted the lists published by Garmany & Stencel (1992), and

by Barlow & Cohen (1977). In most cases, good agreement between the three datasets was found, and only

for Cyg OB3 did the distance modulus provided by Humphreys turned out to be significantly larger than

that provided by Garmany & Stencel. In this latter case, two entries ford are given in Table 2.5.

Apart from those stars belonging to the OB associations, there are two objects in our sample which have

been recognised as cluster members: HD 190 603 and HD 199 478.The former was previously assigned

as a member of Vul OB2 (e.g., Lennon et al. 1992), but this assignment has been questioned by McErlean

et al. (1999) who in turn adopted a somewhat arbitrary distance of 1.5 kpc. This value is very close to the

estimate of 1.57 kpc derived by Barlow & Cohen (1977), and it is this latter value which we will use in the

present study. For the second cluster member, HD 199 478, a distance modulus to its host cluster as used

by Denizman & Hack (1988) was adopted.

Visual magnitudes,V, andB−V colours (Column 5 and 6) have been taken from theHIPPARCOS Main

Catalogue (I/239). While for the majority of sample stars theHIPPARCOSphotometric data agree quite

well with those provided bySIMBAD, for two of them (HD 190 603 and HD 198 478) significantB − V

differences were found. In these latter cases two entries forB−V are given, where the second one represents

the mean value averaged over all measurements listed inSIMBAD).

Absolute magnitudes, MV (Column 8), were calculated using the standard extinction law with R = 3.1

combined with intrinsic colours, (B− V)0, from Fitzpatrick & Garmany (1990) (Column 7), and distances,
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V andB− V magnitudes as described above. For two stars which do not belong to any cluster/association

(HD 185 859 and HD 212 593), absolute magnitudes according tothe calibration by Humphreys & McElroy

(1984) have been adopted.

For the majority of cases, the absolute magnitudes we derived, agree within±0.3 mag with those pro-

vided by the Humphreys-McElroy calibration. Thus, we adopted this value as a measure for the uncertainty

in MV for cluster members (HD 199 478) and members of spatially more concentrated OB associations

(HD 198 478 in Cyg OB7, see Crowther et al. 2006). For other stars with known membership, a somewhat

larger error of±0.4 mag was adopted to account for a possible spread in distance within the host associa-

tion. Finally, for HD 190 603 and those two stars with calibrated MV , we assumed a typical uncertainty of

∆MV =±0.5 mag, representative for the spread in MV of OB stars within a given spectral type (Crowther

2004).5

Observations and data reduction. High-quality (R= 15 000 andS/N ∼ 200 to 300) optical spectra for

the sample stars were collected using the Coudé spectrograph of the NAO 2-m telescope of the Institute of

Astronomy, Bulgarian Academy of Sciences. Since our spectra sample about 200 Å, five settings were used

to cover the ranges of interest, from 4 100 to 4 900 Å, plus Hα . To minimise the effects of temporal spectral

variability (if any), all spectra referring to a given star were taken one after the other, with a time interval

between consecutive exposures of about half an hour. Thus, we expect our results to be only sensitive to

temporal variability of less than 2 hours. The spectra were reduced following standard procedures, and

using the corresponding IRAF6 routines.

2.2.2 Determination of stellar and wind parameters

To allow for an initial assessment of the stellar and wind parameters, a coarse grid of FASTWIND models

(appropriate for the considered targets) was used. The gridinvolves 270 models covering the temperature

range between 12 and 30 kK (with increments of 2 kK), and including loggvalues from 1.6 to 3.4 (with

increments of 0.2 dex). An extended range of wind-densities, as combined in the optical depth invariantQ

(=Ṁ /(v∞R⋆ )1.5, cf. Puls et al. 1996) has been accounted for as well, to allowfor both thin and thick winds.

All models have been calculated assuming solar Helium (YHe = 0.10, withYHe = N(He)/N(H)) and

Silicon abundance (log (Si/H)= -4.45 by number7, cf. Grevesse & Sauval 1998 and references therein),

and a micro-turbulent velocity,vmic , of 15 km s−1 for hotter, and 10 km s−1 for cooler subtypes, with a

5For a hypergiant such as HD 190 603 this value might be even higher.
6The IRAF package is distributed by the National Optical Astronomy Observatories, which is operated by the Association of

Universities for Research in Astronomy, Inc., under contract with the National Sciences Foundation.
7According to latest results (Asplund et al. 2005), the actual solar value is slightly lower, log (Si/H) = –4.49, but such a small

difference has no effect on the quality of the line-profile fits.
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Table 2.6: Radial velocities (from Si), projected rotational velocities, macro- and micro-turbulent velocities
(all in km s−1 ) and Si abundances, given as log [N(Si)/N(H] + 12, of the sample stars as determined in the
present study. The number in brackets refers to the number oflines used to derivevsini andvmac.

Object Sp Vr vsini vmac vmic Si abnd
HD 185 859 B0.5 Ia 12 62(5) 58(3) 18 7.51
HD 190 603 B1.5 Ia+ 50 47(8) 60(3) 15 7.46
HD 206 165 B2 Ib 0 45(7) 57(3) 8 7.58
HD 198 478 B2.5 Ia 8 39(9) 53(3) 8 7.58
HD 191 243 B5 Ib 25 38(4) 37(3) 8 7.48
HD 199 478 B8 Iae -12 41(4) 40(3) 8 7.55
HD 212 593 B9 Iab -13 28(3) 25(3) 7 7.65
HD 202 850 B9 Iab 13 33(3) 33(3) 7 7.99

border line at 20 kK.

By means of this model grid, initial estimates onTeff , loggandṀ were obtained for each sample star.

These estimates were subsequently used to construct a smaller subgrid, specific for each target, to derive

the final, more exact values of the stellar and wind parameters (including YHe, log (Si/H) andvmic ).

Radial velocities. To compare observed with synthetic profiles, radial velocities and rotational speeds

of all targets have to be known. Radial velocities from the General Catalogue of Mean Radial Velocities

(III /213, Barbier-Brossat & Figon 2000) were used as a first step. These values were then modified (if

necessary) to obtain better fits to the analyzed metal lines.(Helium or Hydrogen lines were discarded since

they might be influenced by (asymmetrical) wind absorption/emission.) The finally adoptedVr -values are

listed in Column 3 of Table 2.6. The accuracy of these estimates is typically± 2km s−1 .

Projected rotational velocities and macro-turbulence. As a first guess,vsini -values obtained by

means of the Spectral type –vsini calibration for Galactic B-type SGs (Abt et al. 2002) were used. How-

ever, during the fitting procedure we found that these valuesprovide poor agreement between observed and

synthetic profiles, and that to improve the fits an additionalline-broadening must be introduced and used.

These findings are consistent with similar results from earlier investigations claiming that absorption line

spectra of O stars and B SGs exhibit a significant amount of broadening in excess to the rotational broad-

ening (Rosenhald 1970; Conti & Ebbets 1977; Lennon et al. 1993; Howarth et al. 1997). And although

the physical mechanism responsible for this additional line-broadening is still not understood, I will follow

Ryans et al. (2002) and will refer to it as “macro-turbulence”.

Since the influence of macro-turbulence,vmac, is similar to those caused by axial rotation, and since

stellar rotation is a key parameter for stellar evolution calculation (e.g., Meynet & Maeder 2000; Hirschi

et al. 2005b), it is particularly important to distinguish between the individual contributions of these two
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Figure 2.5: Projected rotational (left panel) and macro-turbulent (right panel) velocities of OB-SGs (spectral
types refer to O-stars, i.e., 10 corresponds to B0 and 20 to A0). Our determinations are marked with
diamonds while crosses refer to published data (Dufton et al. 2006; Simon-Diaz & Herrero 2007).

processes. To this end, we used the implementation of the FT technique as developed by Simon-Diaz &

Herrero (2007) (based on the original method proposed by Gray 1973, 1975), and applied it to a number

of preselected absorption lines. The obtained pairs of (vsini , vmac), averaged over the measured lines,

were then used as input parameters for the fitting procedure,and subsequently modified to improve the

fits. The finally adopted values ofvsini andvmac are listed in Columns 4 and 5 of Table 2.6, respectively.

Numbers in brackets refer to the number of lines used for thisanalysis. The uncertainty of these estimates

is typically less than±10 km s−1, being largest for those stars with a relatively low rotational speed, due to

the limitations given by the resolution of our spectra (∼35 km s−1 ).

Although the sample size is small, thevsini - andvmac- data listed in Table 2.6 indicate that:

• in none of the sample stars is rotation alone able to reproduce the observed line profiles (width and shape).

• bothvsini andvmac decrease towards later subtypes (lowerTeff ), being about a factor of two lower at B9

than at B0.5.

• independent of spectral subtype, the size of the macro-turbulent velocity is similar to the size of the

projected rotational velocity.

• also in all cases,vmac is well beyond the speed of sound.

Compared to similar data from other investigations for stars in common (e.g. Rosenhald 1970; Howarth

et al. 1997), ourvsini - estimates are always smaller, by up to 40%, which is understandable since these

earlier estimates refer to an interpretation in terms of rotational broadening alone.

On the other hand, and within a given spectral subtype, our estimates ofvsini andvmac are consistent

with those derived by Dufton et al. (2006) and Simon-Diaz & Herrero (2007) (see Figure 2.5). From these

data, it is obvious that bothvsini andvmac appear to decrease (almost monotonically) in concert, when
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proceeding from early-O to late-B types.

Basic stellar parameters

Effective temperatures,Teff . To estimate effective temperature we exploited the Silicon ionization bal-

ance involving the Si II features atλλ4129, 4131, the Si III features atλλ4553, 4568, 4575 and atλλ4813,

4819, 4828, with a preference on the first triplet (for more details see Markova & Puls 2008), and the Si IV

feature atλ4116.

For stars of spectral type B2 and earlier, Helium can also be used as an additional check onTeff . Thus,

He I transitions atλλ4471, 4713, 4387, 4922, and He II transitions atλλ4200, 4541, 4686, were also

analysed.

Column 2 of Table 2.7 lists all effective temperatures as derived in the present study. These estimates

are influenced by several processes and estimates of other quantities, among which are micro- and macro-

turbulence, He and Si abundances, surface gravity and mass-loss rate (see below). Nevertheless, we are quite

confident that, to a large extent, we have consistently and partly independently (regardingvmic , vmacand Si

abundances) accounted for these influences. Thus, the errorin our Teff - estimates should be dominated

by uncertainties in the fitting procedure, amounting to about ±500 K. Of course, these are differential

errors assuming that physics complies with all our assumptions, data and approximations used within our

atmosphere code.

Micro-turbulent velocities and Si abundances. Recent studies have shown that the introduction of a

non-vanishing velocity, called “micro-turbulence”, can significantly improve the agreement between syn-

thetical profiles and observations (McErlean et al. 1998; Smith & Howarth 1998). However, some stel-

lar properties, such as, e.g., abundances,Teff and loggmight also be significantly modified by micro-

turbulence. For O-stars, these effects were proven to be relatively small (see Villamariz & Herrero 2000).

For B-type stars, however, this issue has been investigatedfor several individual objects only.

Motivated by the above outlined, we decided to investigate the influence of micro-turbulence on the

derived effective temperatures for the complete range of B-type SGs. Tothis end, we calculated a sub-

grid of FASTWIND models withvmic ranging from 4 to 18 km s−1 (with increments of 4 km s−1 ), and

logQ values corresponding to the case of relatively weak winds. This sub-grid was then used to study the

behaviour of the SiIV4116/SiIII4553 and SiII4128/SiIII4553 line ratios, which are the main temperature

indicators in the B-star domain.

The obtained results, illustrated in Fig. 2.6, show that within the temperature ranges of interest

(18 ≤ Teff ≤ 28 kK for SiIV/SiIII and 12≤ Teff ≤ 18 kK for SiII/SiIII), the differences caused by vari-
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Figure 2.6: Effects of micro-turbulence on the strength of Si IV 4116/Si III 4553 (left panel) and
Si II 4128/Si III 4553 (right panel) equivalent width ratios for B-typeSGs. Triangles refer to the lowest
value ofvmic = 4 km s−1 , squares to the highest one - 18 km s−1 (see text).

ousvmic are relatively small, resulting in temperature differences lower than 1 000 K, i.e., within the limits

of the adopted uncertainties (see below).

Based on these results, we relied on the following strategy to determineTeff, vmic and Si abundances.

As a first step, we used the FASTWIND model grid, as described previously, to put initial constraints on the

stellar and wind parameters of the sample stars. Then, by varying Teff (but also logg , Ṁ and the velocity

exponentβ) within the derived limits, and by changingvmic within ±5 km s−1 to obtain a satisfactory fit to

most of the strategic Silicon lines, we fixedTeff /loggand derived rough estimates ofvmic. Finalvmic - values

and Si abundances then follow from the following procedure:for each sample star a grid of FASTWIND

models was calculated, combining four abundances and five values of micro-turbulence (ranging from 10

to 20 km s−1 , or from 4 to 12 km s−1, to cover hot and cool stars, respectively). By means of thisgrid,

then we determined those abundance ranges which reproduce the observed individual EWs (within the

corresponding errors) of several previously selected Si lines from different ionization stages. Subsequently,

we sorted out the value ofvmic which provides the best overlap between these ranges,

In Column 6 and 7 of Table 2.6, our final values forvmic and Si abundance are given. The error of these

estimates depends on the accuracy of the measured equivalent widths (about 10%) and is typically about

±2 km s−1 and±0.15 dex forvmic and the logarithmic Si abundance, respectively. A closer inspection of

these data indicates thatvmic of B-type SGs might be closely related to spectral type (see also McErlean

et al. 1999), being highest at earlier (18 km s−1 at B0.5) and lowest at later B subtypes (7 km s−1 at B9).

Interestingly, the latter value is just a bit larger than thetypical values reported for A-SGs (3 to 8 km s−1 ,

e.g., Venn 1995), thus implying a possible decline in micro-turbulence towards even later spectral types.
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Table 2.7: Final results for our sample of Galactic B-SGs derived using FASTWIND.Teff in kK, R⋆ in R⊙ ,
M⋆ in M⊙ , v∞ in km s−1 , Ṁ in 10−6M⊙/yr. Dmom (in cgs-units) denotes the modified wind-momentum rate.
High precisionβ-values are given bold-faced. For non-tabulated errors, see text.

Star Teff logg loggtrue R⋆ YHe logL/L⊙ M⋆ v∞ β log Ṁ logDmom

HD 185 859 26.3 2.95 2.96 35 0.10 5.72 41+27
−16 1 8301.1±0.1a) -5.82±0.13 29.01±0.20

HD 190 603 19.5 2.35 2.36 80 0.20 5.92 53+41
−23 4852.9±0.2 -5.70±0.16 28.73±0.22

2.36 58 5.65 28+21
−12 -5.91±0.16 28.45±0.22

HD 206 165 19.3 2.50 2.51 32 0.10-0.20 5.11 12+7
−4 6401.5+0.2

−0.1
a) -6.57±0.13 27.79±0.17

HD198 478∗ 17.5 2.10 2.12 49 0.10-0.20 5.31 11+5
−3 — 1.3±0.1 -6.93..-6.39 26.97..27.48

2.12 38 5.08 7+3
−2 -7.00..-6.46 26.84..27.36

HD 191 243 14.8 2.60 2.61 34 0.09 4.70 17+9
−6 470 0.8...1.5 -7.52+0.26

−0.20 26.71+0.27
−0.23

2.60 46 4.96 31+17
−11 -7.30+0.25

−0.17 27.00+0.25
−0.21

HD 199 478 13.0 1.70 1.73 68 0.10 5.08 9+5
−3 230 0.8...1.5 -6.73..-6.18 27.33..27.88

HD 212 593 11.8 2.18 2.19 59 0.06-0.10 4.79 19+13
−8 350 0.8...1.5 -7.04+0.25

−0.19 27.18+0.28
−0.24

HD 202 850 11.0 1.85 1.87 54 0.09 4.59 8+4
−3 240 0.8...1.8 -7.22+0.25

−0.17 26.82+0.25
−0.20

∗ - for this starv∞ is highly uncertain ranging from 200 to 470 km s−1

a) Hα (though in absorption) indicatesβ > 1.

Surface gravity. Classically, the Balmer lines wings are used to determine the surface gravity, logg,

where only higher members (Hγ and Hδwhen available) have been considered to prevent a bias because of

potential wind-emission effects in Hα and Hβ . Note that due to stellar rotation, the logg values derived

from such diagnostics are onlye f f ectivevalues. To derive thetruegravities, loggtrue, required to calculate

masses, one has to apply a centrifugal correction (approximated byvsini 2/R⋆ ). For all our sample stars this

correction was found to be typically less than 0.03 dex. Corresponding values for effective and corrected

surface gravities are listed in Columns 3 and 4 of Table 2.7. The error of these estimates was consistently

adopted as± 0.1 dex due to the rather good quality of the fits and spectra.

Helium abundance. For all sample stars a “normal” helium abundance,YHe= 0.10, was adopted as a first

guess. Subsequently, this value has been adjusted (if necessary) to improve the Helium line fits. For the

two hottest stars with well reproduced Helium lines (and twoionization stages being present!), an error of

only±0.02 seems to be appropriate because of the excellent fit quality. Among those, an overabundance in

Helium (YHe= 0.2) was found for the hypergiant HD 190 603, which might alsobe expected according to

its evolutionary stage.

In mid and late-B types, on the other hand, the determinationof YHe was more complicated, due to fitting

problems (for more informations see Markova & Puls 2008). Particularly for stars where the discrepancies

between synthetic and observed triplet and singlet lines were opposite to each other (HD 206 165 and

HD 198 478), no unique solution could be obtained by varying the Helium abundance, and thus for these

stars only upper and lower limits were derived. For HD 212 593, on the other hand (where all available

singlet and triplet lines turned out to be over-predicted),a Helium depletion by 30 to 40% would be required
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to reconcile theory with observations.

All derived values are summarized in Column 6 of Table 2.7, but note that alternative fits of similar

quality are possible for those cases where an overabundance/depletion in He has been indicated, namely

by using a solar Helium content andvmic being a factor of two larger/lower than inferred from Silicon:

Due to the well known dichotomy between abundance and micro-turbulence (if only one ionization stage is

present), a unique solution is simply not possible, accounting for the capacity of the diagnostic tools used

here.

Stellar radii, luminosities and masses. The input radii used to calculate our model grid have been

drawn from evolutionary models. Of course, these radii are somewhat different from the finally adopted

ones (listed in Column 5 of Table 2.7), derived following theprocedure outlined in Sec. 2.1.3. With typical

uncertainties of±500 K in ourTeff and of±0.3 to 0.5 mag in MV , the error in the stellar radius (see Eq. 2.4)

is dominated by the uncertainty in MV , and is of the order of∆log R⋆ = ±0.06...0.10, i.e., less than 26% in

R⋆.

Luminosities have been calculated fromTeff andR⋆ , while masses were inferred from loggtrue. These

estimates are given in Columns 7 and 8 of Table 2.7, respectively. The corresponding errors are less than

±0.21 dex in logL/L⊙ and±0.16 to 0.25 dex in logM⋆ .

Compared to the evolutionary masses (Meynet & Maeder 2000),and apart from two cases, our estimates

of M⋆ are generally lower. While for some stars, the discrepancies are less than, or comparable to the

corresponding errors, they are significant for some others (mainly at lower luminosities), and might indicate

a “mass discrepancy”, in common with previous findings (Crowther et al. 2006; Trundle & Lennon 2005).

Wind parameters

Terminal velocities. For the four hotter stars in our sample, we adopted thev∞ -estimates of Howarth et

al. (1997). Interestingly, the initially adopted value of 470 km s−1 for v∞ of HD 198 478 did not provide a

satisfactory fit to Hα, which in turn required a value of about 200 km s−1. The later value, however, is rather

close to the corresponding photospheric escape velocity,vesc. Thus, for this object we considered a rather

large uncertainty, accounting for possible variations inv∞.

For the four cooler stars, on the other hand, no literature data were found andv∞ - data from appropriate

calibrations (Kudritzki & Puls 2000) were used instead. In all but one of these objects (HD 191 243, first

entry), the calibratedv∞ - values were lower than the corresponding escape velocities, and we adoptedv∞ =

vescto avoid this problem.

The usedv∞ - values are listed in Column 9 of Table 2.7. The error of thesedata is typically less than
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100 km s−1 (Prinja et al. 1990), except for the last four objects where an asymmetric error of -25/+50% was

assumed instead, allowing for a rather large insecurity towards higher values.

Velocity exponentβ. For stars with Hα in emission,β was fixed from the Hα profile shape. For stars

with Hα in absorption, since the determination ofβ from optical spectroscopy alone is (almost) impossible,

a typical value ofβ = 1 was consistently adopted, but lower and larger values havebeen additionally used

to constrain the errors. (In Sect. 2.1.3 I have referred to this issue as to aβ - problem.)

Mass-loss rates, Ṁ, have been derived from fitting the observed Hα profiles with model calculations.

The obtained estimates are listed in column 11 of Table 2.7. Corresponding errors, accumulated from the

uncertainties inQ, R⋆ andv∞ (see Sect. 2.1.3), are typically less than±0.16 dex for the three hotter stars

in our sample and less than±0.26 dex for the rest, due to more insecure values ofv∞ andQ. Since we

assume an unclumped wind, theactualmass-loss rates of our sample stars might, of course, be lower (see

Chapter 5).

A comparison of present results with such from previous studies (Crowther et al. 2006; Barlow & Cohen

1977) for three stars in common indicates that the parameters derived by Crowther et al. for HD 190 603

and HD 198 478 are similar to ours (accounting for the fact that higherTeff and MV result in larger loggand

Ṁ, respectively, and vice versa).

2.2.3 TheTeff scale for B-SGs

Comparison to similar studies. Besides the present study, two other investigations have determined the

effective temperatures ofGalacticB-type SGs by methods similar to ours. Crowther et al. (2006)have used

the non-LTE line blanketed code CMFGEN to determineTeff of 24 supergiants (luminosity classes Ia, Ib,

Iab, Ia+) of spectral type B0-B3 with an accuracy of±1 000 K; Urbaneja (2004) employed FASTWIND

and determined effective temperatures of five early B (B2 and earlier) stars of luminosity classes Ia/Ib with

an (internal) accuracy of±500 K. In addition, Przybilla et al. (2006) have recently published very precise

temperatures (typical error of±200 K) of four BA SGs (among which one B8 and two A0 stars), again

derived by means of a line-blanketed non-LTE code, in this case in plane-parallel geometry neglecting wind

effects.

In Fig. 2.7 the effective temperatures, originating from these four investigations, are plotted as a function

of spectral type. Overplotted (dashed line) is a 3rd order polynomial regression to these data, with a grey-

shaded area denoting the corresponding standard deviation.

Obviously, the correspondence between the different datasets is (more than) satisfactory: for a given
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Figure 2.7:Left: Comparison of ourTeff - determinations with data from similar investigations. Diamonds
- our data; triangles - data from Crowther et al. (2006); squares - Urbaneja (2004); asterisks - Przybilla et
al. (2006). Large circles mark the three objects with strongest winds (all from the sample by Crowther et
al.). The regression to the data (dashed line) and its standard deviation (grey-shaded area) are also shown.
Spectral types refer to B-stars (i.e., “-1” corresponds to O9, and “10” to A0).
Right: Teff - estimates for the Lefever et al. GROUP I stars are compared to the regression from the left.
The error bars correspond to±1 000 K. Large circles mark data points which deviate significantly from this
regression (see text).

spectral sub-type, the dispersion of the data does not exceed ±1000 K. There are only three stars

(marked with large circles) that make an exception showing significantly lower temperatures: HD 190 603,

HD 152 236 and HD 2 905. Given their strong P Cygni profiles seenin Hα and their high luminosities, this

result should not be a surprise though (higher luminosity→ denser wind→ stronger wind blanketing→

lowerTeff ).

Very recently, one more study on B-SGs has been published (Lefever et al. 2007) where stellar and wind

parameters have been determined by means of FASTWIND. However, due to the lack of appropriate data,

the authors were not able to exploited the Silicon ionization balance to determineTeff , but instead had to

rely on the analysis of one ionization stage alone,either Si II or Si III, plus two more He I lines (λ4471

andλ6678) . Consequently, the results derived through this investigation might be prone to larger error bars

than those obtained by methods whereall strategic lines could be included.

To test this possibility, in Fig. 2.7 (right panel)Teff - estimates for stars from the so-called GROUP I

of the Lefever et al. sample are piloted together with the regression from the left panel. The error bars

correspond to±1 000 K quoted by the authors as a nominal error. While most of the data are consistent

(within their errors) with our regression, there are also objects (marked again with large circles) which

deviate significantly.

Among these are two stars of B5-type, with sameTeff , which lie above the regression. For one of them,
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HD 108 659, the derived logg -value seems to be somewhat large for a SG, appropriate for a bright giant.

Interestingly, the surface gravity of “our” B5 star, HD 191 243, appears also to be larger than what is typical

for a supergiant of B5 sub-type. Thus, these two stars seem tobe misclassified. This possibility, however,

cannot be applied to the other B5 target from the Lefever sample, which logg (and MV ) is consistent with

its classification as a supergiant.

Concerning the outliers situated below the regression, given their strong emission components in Hα we

suggest that wind effects might be the reason of their “underestimated” temperatures (see next section).

Effects of line-blocking/blanketing and the wind effects. To improve the statistics and thus to diminish

the corresponding errors, the five datasets discussed abovehave been combined into one sample, which was

subsequently used to evaluate the effects of line-blocking and the wind effects in the B SG domain.

Figure 2.8, left panel, displays the differences between “unblanketed” and “blanketed” effective temper-

atures for this combined sample, as a function of spectral type. The “unblanketed” temperatures have been

estimated using theTeff – spectral type calibration provided by McErlean et al. (1999). Objects enclosed by

large circles are the same as in Fig. 2.7, i.e., three from theanalysis by Crowther et al., and seven from the

sample by Lefever et al8. As to be expected, the “blanketed” temperatures of Galactic B-SGs are system-

atically lower than the “unblanketed” ones. The differences range from about zero to roughly 6 000 K, with

a tendency to decrease towards later sub-types (see below for further discussion).

The most remarkable feature in Figure 2.8 is the large dispersion in∆Teff for stars of early B0-B3 sub-

types. Since the largest differences are seen for stars showing P Cygni profiles with a relatively strong

emission component in Hα , we suggest that most of this dispersion is related to wind effects.

To investigate this possibility, we have plotted the distribution of the∆Teff -values of the B0-B3 object

as a function of the distant-invariant optical depth parameter logQ. Since the Hα emission strength does

not depend onQ alone, but also onTeff - for sameQ-values cooler objects have more emission due to lower

ionization - stars with individual sub-classes were studied separately to diminish this effect. The right-hand

panel of Fig. 2.8 illustrates our results, where the size of the circles corresponds to the strength of the

emission peak of the line. Filled symbols mark data from CMFGEN; open ones – data from FASTWIND.

Inspection of these data indicates that objects with stronger Hα emission tend to show larger logQ-values

and subsequently higher∆Teff – a finding that is model independent. This tendency is particularly evident

in the case of B1 and B2 objects.

On the other hand, there are at least three objects that appear to deviate from this rule, but this might

still be due to the fact that the temperature dependence ofQ has not been completely removed (of course,

8Four B1 stars from the Lefever et al. sample have the sameTeff and thus appear as one data point in Figs 8 (right) and 9.
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Figure 2.8: Differences between “unblanketed” and “blanketed” effective temperatures for the combined
sample (this work, Urbaneja 2004, Crowther et al. 2006, Przybilla et al. 2006 and GROUP I objects from
Lefever et al. 2007), as a function of spectral type (left panel) and as a function of logQ for individual
subtypes, B0 to B3 (right panel). UnblanketedTeff are from McErlean et al. (1999).
Left: Large circles denote the same objects as in Fig. 2.7. The data point indicating a significantnegative
temperature difference corresponds to thetwoB5 stars (at same temperature) from the Lefever et al. sample.
Right: The size of the symbols corresponds to the size of the peak emission seen in Hα . Filled circles mark
data from CMFGEN, open circles those from FASTWIND.

uncertainties inβ, Teff and loggcan also contribute). All three stars (HD 89 767, HD 94 909 (both B0) and

HD 154 043 (B1)) are from the Lefever et al. sample and do not exhibit strong Hα emission, but nevertheless

the highest∆Teff among the individual sub-classes.

In summary, we suggest that the dispersion in the derived effective temperature scale of early B-SGs

is physically real and originates fromwind effects. Moreover, there are three stars from the Lefever et al.

GROUP I sample (spectral types B0 to B1) whose temperatures seem to be significantly underestimated,

probably due to insufficient diagnostics. In our follow-up analysis with respect to wind-properties, we will

discard these “problematic” objects to remain on the “conservative” side.

2.2.4 Metallicity effects

Wanted to obtain an impression of the influence of metallicity on the temperature scale for B-type SGs, by

comparing Galactic with SMC data. To this end, we derived aTeff – spectral type calibration for Galactic

B-SGs on basis of the five datasets discussed above, discarding only those (seven) objects from the Lefever

et al. sample where the temperatures might be particularly affected by strong winds, or other uncertainties

(marked by large circles in Fig, 2.7, right). Accounting forthe errors inTeff, we obtain the following



52 CHAPTER 2. “BLANKETED” PROPERTIES OF OB STARS

Figure 2.9: Temperature scale for Galactic B-SG as derived in the present study (dashed, see text), compared
to Teff estimates for similar stars in the SMC (from Trundle et al. 2004 (diamonds) and Trundle & Lennon
2005 (triangles)). The grey area denotes the standard deviation of the regression for Galactic objects.
Spectral types account for metallicity effects (from Lennon 1997), see text.

regression (for a precision of three significant digits)

Teff = 27 800− 6 000 SP+ 878 SP2 − 45.9 SP3, (2.10)

where “SP” (0-9) gives the spectral type (from B0 to B9), and the standard deviation is±1040 K. This

regression was then compared toTeff - estimates obtained by Trundle et al. (2004) and Trundle & Lennon

(2005) for B-SGs in the SMC.

We decided to compare with these two studiesonly, because Trundle et al. have used a similar (2004),

or identical (2005) version of FASTWIND as we did here, i.e.,systematic, model dependent differences

between different datasets can be excluded, and because the metallicityof the SMC is significantly lower

than in the Galaxy, so that metallicity dependent effects should be maximized.

The outcome of our comparison is illustrated in Fig. 2.9: In contrast to the O-star case (cf. Massey et

al. 2004, 2005; Mokiem et al. 2006), the data for the SMC starsare, within their errors, consistent with

the temperature scale for their Galactic counterparts. This result might be interpreted as an indication of

small, or even negligible, metallicity effects (both directly, via line-blanketing, and indirectly,via weaker

winds) in the temperature regime of B-SGs, at least for metallicities in between solar and SMC (about 0.2

solar) values. Such an interpretation would somewhat contradict our findings about the strong influence

of line-blanketing in the Galactic case (given that these effects should be lower in the SMC), but might

be misleading since Trundle et al. (2004, 2005) have used thespectral classification from Lennon (1997),

which already accounts for the lower metallicity in the SMC.
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To check the influence of this re-classification, we recovered the original (MK) spectral types of the

SMC targets using data provided by Lennon (1997, Table 2), and subsequently compared them to our

results for Galactic B-SGs. Unexpectedly, SMC objects still do not show any systematic deviation from the

Galactic scale, but are, instead, distributed quite randomly around the Galactic mean.

Most plausibly, this outcome results from the large uncertainty in spectral types as determined by Az-

zopardi & Vigneau (1975)9, such that metallicity effects cannot become apparent for the SMC objects

considered here. Nevertheless, we can also conclude that the classification by Lennon (1997) has been done

in a perfect way, namely that Galactic and SMC stars of similar spectral type also have similar physical

parameters, as expected.

2.2.5 Wind momentum - luminosity relationship. Comparisonwith results from

similar studies

Using the stellar and wind parameters, the modified wind momenta can be calculated (column 12, Ta-

ble 2.7), and the wind momentum - luminosity diagram constructed. The results for the combined sample

(to improve the statistics, but without the “problematic” stars from the Lefever et al. GROUP I sample) are

shown in Figure 2.10. Data from different sources are indicated by different symbols. For HD 190 603 and

HD 198 478, both alternative entries (from Table 2.6) are indicated and connected by a dashed line. Before

considering the global behaviour, I will first comment on fewparticular objects.

• The position of HD 190 603 corresponding toB− V=0.540 (lower luminosity) appears to be more con-

sistent with the distribution of the other data points than the alternative position withB− V=0.760. In the

following, we give more weight to the former solution.

• The positions of the two B5 stars suggested as being misclassified (HD 191 243 and HD 108 659, large

diamonds) fit well the global trend of the data, implying thatthese bright giants do not behave differently

from supergiants.

• The minimum values for the wind momentum of HD 198 478 (withv∞ =200 km s−1 ) deviate strongly

from the global trend, whereas the maximum ones (v∞ =470 km s−1 ) are roughly consistent with this trend.

For our follow-up analysis, we discard this object because of the very unclear situation.

• HD 152 236 (from the sample of Crowther et al., marked with a large circle) is a hypergiant with a very

dense wind, for which the authors adoptedR⋆ = 112R⊙ , which makes this object the brightest one in the

sample.

9using low quality objective prism spectra in combination with MK classification criteria, both of which contribute to the uncer-
tainty.
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Figure 2.10:Left: Empirical WLR for Galactic B-SGs: diamonds - our data; triangles - data from Crowther
et al. (2006); squares - data from Urbaneja (2004) and plus signs - data from Lefever et al. (2007). The two
pairs of symbols connected with dashed lines correspond to the two entries for HD 190 603 and HD 198 478
as listed in Table 2.6. For the latter object and for HD 199 478, error bars indicating the rather large uncer-
tainty in their wind-momenta are also provided.
Right: Empirical WLR for Galactic O-stars (triangles) and B-SGs (diamonds and asterisks). Filled di-
amonds, asterisks and open diamonds separate B-type objects with Teff ≥21 000 K,Teff ≤12 500 K and
12 500≤Teff ≤21 000 K, respectively. Overplotted are the early/mid B- (small plus-signs) and A-SGs (large
plus-signs) data derived by Kudritzki et al. (1999) and the theoretical predictions from Vink et al. (2000)
for Galactic SGs with 27 500≤Teff ≤50 000 (dashed-dotted) and with 12 500≤Teff ≤ 22 500 (dashed)
Error bars provided in the lower-right corner of each panel represent the typical errors in logL/L⊙ and
logDmom for data from our sample. Maximum errors in logDmomare about 50% larger.

Global features. From the left panel of Figure 2.10, one can see that the lower luminosity B-SGs seem

to follow a systematically lower WLR than their higher luminosity counterparts, with a steep transition

between both regimes located in between logL/L⊙ = 5.3 and logL/L⊙ = 5.6. (Admittedly, most of the

early type (high L) objects are Ia’s, whereas the later typesconcentrate around Iab’s with few Ia/Ib’s.) This

finding becomes even more apparent when the WLR is extended towards higher luminosities by including

Galactic O supergiants (from Repolust et al. 2004; Markova et al. 2004; Herrero et al. 2002), as done on the

right of the same figure.

Kudritzki et al. (1999) were the first to point out that the offsets in the corresponding WLR of OBA-

supergiants may depend on spectral type, being strongest for O-SGs, decreasing from B0-B1 to B1.5-B3,

and increasingagain towards A supergiants. While some of these results have been confirmed by recent

studies, others have not (Crowther et al. 2006; Lefever et al. 2007).

To investigate this issue in more detail and based on the large sample available now, we have highlighted

the early objects (B0–B1.5, 21 000≤Teff ≤27 500 K) in the right-hand panel of Figure 2.10 using filled

diamonds. (Very) Late objects withTeff ≤ 12 500 K have been indicated by asterisks, and intermediate

temperature objects by open diamonds. Triangles denote O-SGs. Additionally, the theoretical predictions
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by Vink et al. (2000) are provided via dashed-dotted and dashed lines, corresponding to the temperature

regimes of O and B-supergiants, respectively (from here on referred to as “higher” and “lower” temperature

predictions). Indeed,

•O-SGs show the strongest wind momenta, determining a different relationship than the majority of B-SGs

(see below).

• the wind momenta of B0–B1.5 sub-types are larger than those of B1.5–3, and both follow a different

relationship. However, a direct comparison with Kudritzkiet al. reveals a large discrepancy for mid B1.5–

B3 sub-types (∆logDmomabout 0.5 dex), while for B0–B1.5 subtypes their results areconsistent with those

from our combined dataset.• Late B4–B9 stars follow the same relationship as mid subtypes.

Thus, the only apparent disagreement with earlier findings relates to the Kudritzki et al. mid-B types,

previously pointed out by Crowther et al. (2006), and suggested to be a result of line blocking/blanketing

effects not accounted for in the Kudritzki et al. analysis10. After a detailed investigation of this issue for one

proto-typical object from the Kudritzki et al. sample (HD 42087), we are convinced that the neglect of line

blocking/blanketingcannot solely account for such lower wind momenta. Other effects must also contribute,

e.g., overestimatedβ-values, though at least the latter effect still leaves a considerable discrepancy.

Another feature of particular importance is that the wind momenta of the Kudritzki et al. A-SGs (marked

with large plus-signs on the right of Fig. 2.10) seem quite similar to those of mid- and late-B sub-types.

Further investigations based on better statistics are required to clarify this issue.

On the other hand, from the right panel of Figure 2.10 it is obvious that the observed wind momenta

of Galactic OB-stars do not follow the theoretical predictions by Vink et al. (2000). Instead, the majority

of O-SGs (triangles – actually those with Hα in emission) follow the low-temperature predictions (dashed

line), while most of the early B0–B1.5 sub-types (filled diamonds) are consistent with the high-temperature

predictions (dashed-dotted), and later subtypes (from B2 on, open diamonds) lie below (!), by about 0.3

dex. Only few early B-types are located in between both predictions, or close to the low-temperature one.

In Chapter 6 I will return to this point again.

2.2.6 Summary

In this section, I have presented a detailed investigation of the optical spectra of a small sample of Galactic

B-SGs, from B0 to B9. Stellar and wind parameters have been obtained by employing the NLTE unified

model atmosphere code FASTWIND (Puls et al. 2005) assuming unclumped winds. The major findings of

this analysis can be summarized as follows.
10These authors have employed theunblanketedversion of FASTWIND (Santolaya-Rey et al. 1997) to determine wind parame-

ters/gravities while effective temperatures were adopted using the unblanketed, plane-parallel temperature scale of McErlean et al.
(1999).
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• We confirmed recent results (Ryans et al. 2002; Dufton et al. 2006; Simon-Diaz & Herrero 2007) of the

presence of a (symmetric) line-broadening mechanism in addition to stellar rotation, denoted as “macro-

turbulence”. The derived values ofvmac are highly supersonic, decreasing from∼ 60 km s−1 at B0 to∼

30 km s−1 at B9. How can we explain such an effect within our present-day atmospheric models of hot

massive stars is still not clear.

•We determined the Si abundances of our sample stars in parallel with their corresponding micro-turbulent

velocities.

(i) For all but one star, the estimated Si abundances were consistent with the corresponding solar value

(within ±0.1 dex), in agreement with similar studies (Gies & Lambert 1992; Rolleston et al. 2000;

Urbaneja 2004; Przybilla et al. 2006). For HD 202 850, on the other hand, an overabundance of

about 0.4 dex has been derived, suggesting that this late-B supergiant might be a silicon star.

(ii) The micro-turbulent velocities tend to decrease towards later B subtypes, from 15 to 20 km s−1 at B0

(similar to the situation in O-supergiants) to 7 km s−1 at B9, which is also a typical value for A-SGs.

(iii) The effect of micro-turbulence on the derived effective temperature was found to be negligible as long

as Si lines from the two major ions are used to determine it.

• Based on originalTeff - estimates and incorporating data from similar investigations (Crowther et al. 2006;

Urbaneja 2004; Przybilla et al. 2006; Lefever et al. 2007), we confirmed previous results (e.g., Crowther

et al. 2006) on a 10% downwards revision of the effective temperature scale of early B-SGs, required after

incorporating the effects of line blocking/blanketing. Furthermore, we suggest a similar correction for mid

and late sub-types. When strong winds are present, this reduction can become a factor of two larger, similar

to the situation encountered in O-SGs.

• To our surprise, a comparison with data from similar SMC objects (Trundle et al. 2004; Trundle & Lennon

2005) did not reveal any systematic difference between the two temperature scales. This result is interpreted

as an indication that the re-classification scheme as developed by Lennon (1997) to account for lower metal

line strengths in SMC B-SGs also removes the effects of different degrees of line blanketing.

• We found that the empirical WLR for Galactic B-SGs does not follow the theoretical predictions by

Vink et al. (2000). In particular, the observed wind momentaof most of the early B0–B1.5 sub-types are

consistent with the predictions for O-stars, while later B sub-types (from B2 on) lie even below (by about

0.3 dex) it. In Sect. 6.3 this issue will be investigated in more detail.



Chapter 3

Wind structure and variability in OB
stars

As noted in Chapter 1, the standard (i.e.,stationary, homogeneous and spherically symmetric) wind models

are generally quite successful in describing the overall wind properties of OB stars. Nonetheless, there are

theoretical considerations, supported by numerous observational evidences, which indicate that hot stars

winds are very far from beingsmoothandstationary.

In particular, spectroscopic time-series in the satelliteUV (with IUE), and in ground-based wavelength

ranges, have shown that time variability is a general characteristic of the winds of early type stars. The

most prominent signatures of this variability are optical depth enhancements, migrating from red to blue

within the absorption troughs of P Cygni profiles, called Discrete Absorption Components (DAC) (e.g.,

Kaper et al. 1999; Prinja et al. 2002; Markova 1986b). Observations indicate that at least in some cases,

stellar rotation plays a dominant role in setting the recurrence timescale of the DACs variability (Prinja

1988; Kaper et al. 1999). Large-scale structures rooted in the photosphere have been suggested to explain

this phenomenon.

On the other hand, absorption line-profile variability (LPV) seems to be commonplace among hot stars

(Fullerton, Gies & Bolton 1996 and references therein). Stellar pulsation and magnetic fields might equally

be responsible for this phenomenon. The coexistence of photospheric and wind variability, and the rough

similarity of their timescales, suggest that these two phenomena might be related in some way. Attempts

to detect a direct coupling between deep photospheric variability and time-dependent wind variability have

become known as the search for“a photospheric connection”(Abbott et al. 1986).

The most frequently used approach to investigate the wind variability and to look for a posible“pho-

tospheric connection”, is to monitor the properties of spectral lines, formed in different regions of the

atmosphere, in order to determine relevant time-scales andvariability patterns, which are then confronted

to obtain deeper insight into the nature and the physical origin of the variations. Surveys of this kind, how-

57
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ever, are observationally very demanding: long sets of highquality and high temporal resolution spectra are

required. As a result only a limited numbers of OB-stars havebeen so far analyzed.

In this chapter, I am going to present main results derived troughtout two long-term international moni-

toring campaigns to study wind structure and variability inOB-stars.

3.1 Long-term monitoring campaigns ofα Cam

The late-O supergiantα Cam has been know to be spectroscopically variable for a relatively long time.

Changes in Hα have been observed by Ebbets (1982) and by Kaper et al. (1997). Lamers et al. (1988)

argued that the UV resonance lines are also variable, but this result has been questioned by more recent

observations (Kaper et al. 1996). On the other hand, absorption line-profile variability seems also to

present (Zeinalov & Musaev 1986; Fullerton, Gies & Bolton 1996). All this makesα Cam a promising

target for the search of the“photospheric connection”.

Motivated by these prospectives, I have organized a long-term international spectroscopic monitoring

campaignα Cam to investigate the nature of its variability, and to search for evidence of a“photospheric

connection”. The project was developed in collaboration with colleaguesfrom the Catania Observatory,

Italy, and the University College London, Great Britain.

3.2 Observational material

The observational material includes spectroscopic data from 1998, 1999, 2002 and 2004. During the 1998-

1999 campaigns, 65 Hα coude spectra were obtained at the NAO 2m telescope of the Institute of Astronomy,

Bulgarian Academy of Sciences.

The 2002-2004 observational data-sets, on the other hand, includes time-series of primarily He I

λ5875.67 obtained during January, February and March 2002, and time-series of Hα, He I λ6678and He

I λ5876 obtained during November 2004. The majority of these observations were secured at the NAO 2m

telescope, but complementary spectra obtained at the 0.9-mtelescope of the Catania Observatory (Italy)

were also used. A summary log of all data, together with some characteristics, such as, e.g., Heliocentric

Julian Date, spectral resolution, R=λ/δλ, the wavelength span recorded,∆λ and the S/N ratio, can be found

in Markova (2002) and Prinja et al. (2006).

3.2.1 Absorption line-profile variability

All data have been analyzed in terms of LPV. In particular, todetect and quantify the level of significant

variability in the absorption lines as a function of velocity bin, the Temporal Variance Spectrum (TVS)
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Figure 3.1: Grey-scale representations of variability in He I λ5876 for individual spectra phased on 0.36-d
period for the January (left), February (middle) and March (right) runs in 2002.

analysis as developed by Fullerton, Gies & Bolton (1996) wasapplied.

The He I λ6678 absorption line. The calculated TVS of He Iλ6678 revealed the presence of significant

LPV within a velocity range of∼ 400 km s−1 . This interval is a factor of 2 to 3 larger than the expected width

of a photospheric line with no other broadening than stellarrotation (2vsini=160 km s−1 ), thus indicating

that at least part of the observed variations originate fromthe wind. The double-peaked morphology of the

TVS suggests time-dependent alterations in the position the line core. This possibility was confirmed by

our measurements which revealed systematic changes in radial velocity with an amplitude of∼20 km s−1 on

a timescale of 3 to 4 days.

The He I λ5876 absorption line was intensively observed at the NAO and the CO between 21 to 27

January, 2002. The obtained data-set includes 114 spectra and is thus well-suited to perform a periodic

analysis.

Due to its larger opacity, He Iλ5876 is expected to form in layers above the formation regionof He

I λ6678 , and its behaviour might be therefore influenced by processes in the wind. However, since the

wind changes occur over time-scales of days, it seems still possible to pursue the effects of shorter time-scale

photospheric variability in this line, e.g., by normalizing the individual line profiles to the corresponding

nightly mean profile, and subsequently performing time-series analyses on the residual spectra.

This approach turned out to be very successful. The obtainedperiodogram, based on the 2-d Discrete
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Figure 3.2: Grey-scale representations of variability in He I λ5876 (left) and the C IV doublet (right) for
individual spectra phased on 0.36-d period for the January 2002 runs.

Fourier Transform and the iterative CLEAN algorithm (Roberts et al. 1987), clearly indicated a (dominant)

primary frequency, corresponding to a period of 0.36±0.01 days. We are very confident that this period is

not directly connected to the sampling window of each night since the length of the nightly runs in 2002 is

between∼0.12 to 0.27 days.

Grey-scale images of the phase versus velocity behaviour ofthe individual residual He Iλ5876 spectra

on the 0.36-d period are shown in Figure 3.1. The left-hand panel illustrates the coherent behaviour during

our main (January 2002) time-series. The two nights of data secured in February 2002 and March 2002

are not suitable for a reliable Fourier analysis, but they doprovide some indication that the 0.36-d period

persists over at least several weeks.

In addition, the January data-set reveals some indication for progressive changes across the ab-

sorption profile, though the acceleration of the pseudo-absorption (emission) feature is not substan-

tial. There is evidence for characteristic “ blue-to-red” motion, accommodated within the projected ro-

tation velocity (115 km s−1 ). We estimated a prograde feature traveling across the linecenter with

(dV/dφ)∼ 80 km s−1 /cycle. This behaviour would be consistent with a low-order,sectorial non-radial

pulsation mode. Unfortunately, these time-series ofα Cam are not extensive enough, nor sufficiently high

signal-to-noise, to attempt more detailed modelling to determine pulsational parameters.
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Figure 3.3: Dynamic quotient spectra of Hα in June – July, 1998 (left panel) and in December – February,
1999 (right panel). The zero-point in velocity is set to the laboratory wavelength of the line. The top panels
show an overplot of all profiles from the relevant time series. The gray-scale bar on the right of each plot
shows the intensity scaling. The panel on the right-hand side of each image shows the equivalent width of
the line (in Å) as a function of time.

The C IV λλ5801, 5812 absorption lines. The wavelength range of the NAO spectra of January, 2002

includes the very weak photospheric metal lines of C IVλλ5801, 5812. Unfortunately, the intensity of these

lines is rather small, but we are confident that they are also temporally active. The results of the period

analysis illustrated in Fig. 3.2 shows that the subtle prograde traveling patter identified in He Iλ5876 (left)

is tentatively mimicked in C IV (right). This finding supports an interpretation in terms of photospheric

velocity fields, though confirmation of this result clearly requires much higher S/N time-series data.

3.2.2 Wind variability as traced by Hα

The two longest Hα time-series, from June – July, 1998 and December, 1998 – February 1999 are shown in

Figure 3.3 in the form of the so-called“dynamic quotient spectrum”. Within this representation, regions and

times of excess emission with respect to the mean appear brighter, while darker regions indicate intervals,

when the local flux is smaller than its mean value. The plots onthe right-hand side of the images show

the Hα equivalent width,Wλ. The internal precision of individualWλ determinations equals∼ 0.29Å and∼

0.15Å for data obtained before October 1998 and afterwards.

Figure 3.3 indicates that the Hα variability is rather systematic than erratic. In June and July (left panel),

for example, episodes of enhanced emission alternate with those of reduced emission. The period analysis

of these data revealed a dominant frequency of 0.143±0.020 d−1 corresponding to P= 6.99 days. Parallel
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Figure 3.4: Examples of short-term LPV of Hα.
Profiles obtained within one night are overplotted
to enhance the significance of the observed varia-
tions. From left to right the corresponding dates of
observations are: December 31, 1989 and January
6, 1999.

variations inWλ are also seen. Notice the sudden appearance of the blue-shifted enhanced emission at

∼ –150 km s−1 onT = 22 days.

On the other hand, the December – February quotient spectrum(right panel) indicates another variabil-

ity pattern: two waves, one of enhanced emission and anotherof reduced emission/enhanced absorption, run

from “red” to “blue” and back to “red” within the profile (between±300 km s−1 ). In addition to the wave-

like variability, an episode of enhanced blue-shifted absorption is clearly noticed (T = 11 toT = 12 days).

The absorption moves blueward with a mean acceleration of∼0.0017 km s−1 . This event has been accom-

panied by strong increase in emission:Wλ reaches its maximum values.

Although scanty, the February data (right panel,T = ≥38 days) clearly indicate that the wave-like

phenomenon observed in December – January is no longer at work, and that the star has likely returned to

the kind of behaviour demonstrated in June and July which seems to be its “normal′′ state.

Generally, the Hα profile of α Cam is not substantially variable onhourly time-scales. However, ex-

ceptions do present. Few examples are shown in Figure 3.4 where localizedsystematicchanges are clearly

evident over∼ 10 hours. Such a behaviour was observed during the November,2004 run as well.

3.2.3 Evidence of a “photospheric connection”

In Figure 3.5 the LPV of the wind formed line Hα over the December – January run is compared to that

of He I λ6678.15 and He IIλ6683.2 absorption lines. The dynamic quotient spectrum of the He I+He II

complex (right panel) gives clear evidence for systematic line-flux variations in the He Iλ6678 profile

(within ±4% in continuum units). No indication for such variations inthe He II λ6683 line, located at

+227 km s−1 respect to He Iλ6678 , is noticed.

At the same time, the He Iλ6678 variations are almost symmetric with respect to the line center. The

pattern of variability is reminiscent of that of Hα, but some differences are still noted. For example, the
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Figure 3.5: Dynamic quotient spectra of Hα (left panel) and the He Iλ6678 and He IIλ6683 lines (right
panel) in December, 1998 – January, 1999. The zero-point in velocity is set at the laboratory wavelength of
Hα and He Iλ6678. 15. Darker shadings denote regions and times where theprofile has a lower intensity
than its time-averaged value. Panels on the top show an overplot of all profiles (in difference flux) from the
relevant time series. The gray-scale bar on the right of eachplot shows the intensity scaling.

variations extend to lower velocities,∼ ±200 km s−1 . Also, the episode of enhanced blue-shifted absorption

seen in Hα during the last few days of the run is not observed. No clear evidence for a time lag between the

variations in the two lines is seen.

These findings suggest that (i) the He IIλ6683 line is more likely of “pure” photospheric origin; (ii)the

He I λ6678 absorption line is partially formed in the wind, as suggested by the analysis of the TVS plot;

(iii) the spectacular spiral-like event seen in Hα affects the deepest layers of the wind close to its the base.

3.2.4 Towards a possible interpretation of Hα variability

The observed behaviour of Hα suggests the inner part of the wind ofα Cam is not smooth and stationary,

but temporary variable and structured.

In particular, the properties of the LPV in June–July, 1998 and in February, 1999 appear to be widely

consistent, at least qualitatively, with the idea of a short-term perturbation in wind density cased by changes

in the mass-loss rate. The perturbations should be large andshould have significant azimuthal extents

so as to be able to significantly modify the profile shape over an extended velocity range simultaneously.

The limitation of the corresponding LPV in the central part of the profile as well as its recurrent character

both argue in favor of consecutive spherically symmetric shells. However note that some evidence about

deviation from spherical symmetry (such as, e.g., the blue-and red-shifted enhanced/reduced emissions)
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seems also to present.

On the other hand, the properties of variability of Hα in the December, 1998 – January, 1999 run is com-

pletely different and requires different interpretation. In particular, the spiral-like event we have observed is

surprisingly similar to that derived by Harries (2000) via 3-D line-profile simulations involving a corotating

(one-armed) spiral density structure. This finding suggestthat this event might be due to rotational modula-

tion of a perturbed stellar wind. At least the timescale of this phenomenon is consistent, i.e. falls between,

the lower (=4.9 days) and upper (=18.3 days) limits for the rotational period ofα Cam, as determined from

its vsini , and the adopted stellar parameters (Table 1 of Markova 2002).

Concerning the physical cause of the wind perturbation, stellar pulsations seem to be the most plausible

candidate. Indeed, according to our resultsα Cam seems to experience non-radial pulsations, though on a

limited time-periods. Also, its (L/L⊙)/ (M/M⊙) ratio is a factor of two larger than the lower limit required

for “strange-mode” instability to occur (Glatzel 1999) in the star.

3.2.5 Summary

α Cam is an example of a massive star that demands substantial observational and theoretical effort to

understand its time-variable conditions. In this section Ihave outlined main results derived via a long-term

spectroscopic survey of this star with particular emphasison LPV of lines formed in different part of its

atmosphere. Our findings show that the optical line spectrumof this star is subject of at least three different

forms of variability patterns:

i) systematic changes in the photosphere with some evidencethat the behaviour may be linked to surface

velocity fields due to non-radial pulsations;

ii) short time-scale (∼ hourly) perturbations operating in the transition zone of the atmosphere, which

potentially give rise to localized changes in Hα , and

iii) a variable stellar wind with a complicated origin.

Concerning the deep-sited wind variability (iii), our results suggest that in most cases this variability is

widely consistent with the idea of short-term, low-amplitude variations inṀ , which cause the formation

of large-scale wind density perturbations. The morphologyof these perturbations cannot be specified with

confidence. Some of our results argue in favor of consecutivespherically symmetric shells whilst others

support interpretation in terms of spatially localized, density enhancements like, e.g., blobs.

Interestingly, a wind model including outward accelerating shells/blobs, caused by variations iṅM, was

also suggested by de Jager et al. (1979) and Lamers et al. (1988) to explain the daily changes in the
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high-velocity part of the UV line profiles ofα Cam. The possibility that the wind ofα Cam is not smooth

but structured (clumped) has got additional support by recent results derived by Fullerton et al. (2006) and

Puls et al. (2006).

Another result of particular interest is that we found clearevidence of time-dependent, large-scale asym-

metries in the wind which seem to be rotationally modulated.The presence of large-scale, time-dependent

structures in the wind ofα Cam was suggested by Kaper et al. (1999) based on observations in Hα . Un-

fortunately, no further details were provided. Thus, and atleast at present, the character of the spectacular

S-like event observed by us is unclear: it may be either accidental, or may reccur on some (still unknown)

timescale. Nevertheless, the detection of this even is particularly important since it is among the first em-

pirical evidence for the presence of rotationally modulated structure in O-star winds as predicted by 2D

hydrodinamical simulations (Cranmer & Owocki 1996).
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3.3 Long-term monitoring campaign of HD 199 478

A close inspection of literature data shows that most of the time-dependent observational campaign refer to

O-stars and early B supergiants (SGs), while mid- and late-Bcandidates are currently under-represented in

the sample of stars investigated to date.

Indeed, theoretical predictions supported by observational results (Markova & Puls 2008) indicate that

while winds in late-B SGs are significantly weaker than thosein O SGs, there is no currently established

reason to believe that weaker winds might be less structuredthan stronger ones.

The first extended spectroscopic monitoring campaigns of line-profile variability (LPV) in late-B SGs

have been performed by Kaufer et al. (1996a,b), who showed that stellar winds at the cooler temperature

edge of the B-star domain can also be highly variable. Interestingly, in all 3 cases studied by these authors

the variability patters, as traced by Hα, were quite similar consisting of (i) blue- and red-shiftedemission

with V/Rvariations similar to those in Be-stars, and (ii) sudden appearance of deep and highly blue-shifted

absorptions, called high-velocity absorptions (HVAs).

Though the kinematic properties of the HVAs in Hαwere found to be completely different from those of

DACs in the UV spectra of O and early-B stars (e.g. HVAs do not propagate outwards but instead extend to

zero velocity indicating even mass infall) similar scenarios consisting of large-scale wind structures rooted

in the photosphere were suggested to interpret their appearance and development in time.

Motivated by the intriguing time-variable properties reported above, I organized and conducted an in-

ternational long-term photometric and spectroscopic monitoring of HD 199 478 to study time-dependent

phenomena in the stellar wind of this late-B SG, and their possible connection to processes in stellar in-

terior. The project was worked out in collaboration with colleagues from the University College London,

Great Britain; the University of Toronto, Canada; the TartuObservatory, Estonia; the Ritter Observatory,

Ohio and the Citadel’s Physics Department, SC, USA. The results of this investigation are published in

Markova & Valchev (2000), Markova et al. (2008), Percy et al.(2008), Markova & Markov (2008) and

Austin et al. (2008).

3.3.1 Observational material

Photometric data. About 400 observations in the Stromgrenuvbysystem were obtained with the Au-

tomatic Photometric Telescope (APT) operated by the Four-College Consortium. Additional 168UBV

observations were collected with the other APT operated by the APT Service. Both APTs are located in

Arizona. Few moreUBV observations were derived by the 0.4m telescope at the University of Toronto,

Canada. Summary of the photometric observations is given inTable 3.1
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Table 3.1: Summary of photometric observations.N denotes the number of observations

Author N Accuracy Reference
inV, B− V

Percy 300 not reported Percy et al. 1988
Zsoldos 10 not reported private communication
CAMC 124 0.05;−− Carlsberg 1985− 1994
APT 220 0.006; 0.010 Genet et al. 1987

Table 3.2: Summary of the spectral data sets.

Region Observational dates HJD 2450950 Nspec S/N

Hα 1998 June, 3 – July, 14 18.4 – 59.6 16 200
Hα + CII 1998 Dec.,30 – May, 2 228.2 – 351.6 19 240
Hα + CII 1999 Sept.,17 – Dec., 2 489.4 – 565.2 15 423
Hα + CII 2000 March, 28 – June, 23 682.6 – 769.4 10 275
Hα + CII 2000 Sept, 5 – Dec., 8 842.7 – 937.2 32 320
He I λ5876 1999 March, 2 – April, 24 290.6 – 343.5 4 240
He I λ5876 1999 Sept, 17 – Dec., 2 489.4 – 565.2 15 423
He I λ5876 2000 March, 28 – June, 23 682.6 – 769.4 10 275
He I λ5876 2000 Sept., 14 – Dec., 8 852.3 – 937.2 17 320

Spectroscopic data,consisting of 92 spectra centred on Hα and 46 on He Iλ5876 , have been predomi-

nantly obtained with the coudé spectrograph of the 2m telescope of the National Astronomical Observatory,

Bulgaria. Individual Hα observations were also secured at the Tartu Observatory, Estonia, using a 1.5-m re-

flector equipped with a Cassegrain spectrographsing, and atRitter Observatory, USA, with a 1-m telescope,

fiber-fed échelle spectrograph. The resolution of these data ranges between 15 000 and 30 000 with a signal

to noise ratio of 300 to 500.

The total time coverage of the spectra is from March, 1998 to December, 2000 with large gaps in the

summer and the winter each year. The time sampling was typically 3 to 6 spectra per month, with a time-

interval between successful exposures of 1 to 2 days, exceptfor the fall of 2000 when HD 199 478 was

monitored more intensively. The distribution of the data ontime and spectral regions are given in Table 3.2.

More information about the reduction strategy and the methods used can be found elsewhere (Markova &

Valchev 2000; Markova et al. 2008).

3.3.2 Photospheric variability

Photometric evidence. The analysis of the collected photometric data indicates that the photometric
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behaviour of HD 199 478 is characterized by continuous irregular/multi-periodic variations with an

amplitude of about 0.15 mag on a time-scale of 20 to 50 days. Insome observational runs colour variations

of up to 0.05 mag, in phase with the light curve, have been alsoobserved while in others no colour

variations were detected above the corresponding error. Inthese properties HD 199 478 is similar to other

OB SGs which also show small amplitude micro-variations in the visual, with little colour variations, on a

time scale from days to months (see, e.g., Aerts et al. 1999; van Genderen 2001; Mathias et al. 2001). (For

more detailed information about our photometric analysis see Percy et al. 2008.)

Spectroscopic evidence.The absorption lines due to C IIλλ6578.03, 6582.85, He Iλ6678 and He

I λ5876 were used to probe the deep-seated variability, and photospheric structure in HD 199478 during

the period covered by our observations.

To improve the internal consistency of the wavelength scalein the extracted spectra from different

observatories, which is of crucial importance for the purposes of the time-series analysis, the C II and He

I λ6678 line profiles were realigned using the diffuse interstellar band atλ6613.6 as a fiducial. Similarly, the

interstellar line of Na I Dλ5889.95 was aligned for our study of profile changes in He Iλ5876. Following

these adjustments, we estimate that the velocity scale local to each line profile is stable to 1−2 km s−1. We

are also confident that the C II lines are not severely affected by large fluctuations in the outer red wing of

Hα , and for the photospheric analyses the C II lines were normalized to a local continuum assigned (using

a low-order polynomial) betweenλλ6570 to 6590Å.

The shape of the TVS of C II and He Iλ6678 lines is double-peaked, suggesting existence of radial ve-

locity variability (Fullerton, Gies & Bolton 1996). This possibility was confirmed by direct radial-velocity

measurements which revealed changes inVr with a peak-to-peak amplitude of 10 to 20 km s−1 . Parallel

variations of∼ 15% in the total equivalent widths of the lines were also established. There is a tighter

correlation between the strength and velocity changes seenin C II and He Iλ6678 , than between either of

these lines and He Iλ5876 . The simultaneous appearance of radial-velocity and line-strength variations

implies that the variability is more likely connected to changes in velocity and temperature structures of the

stellar photosphere.

Periodic analysis. To search for periodicity in the behaviour of the analyzed absorption lines, we applied

the CLEAN method (Roberts et al. 1987) to the measured radialvelocities. The obtained power spectra

did not reveal any strictly periodic signal that remains coherent between 1998 to 2000. There is instead

some indication that the absorption lines are semi-modulated in their central velocities over time-scales of

∼ weeks to months. The only signal in the 2000 power spectrum that is consistent between C II and He
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Figure 3.6: Power spectrum (in arbitrary units) for the C II (solid line) and He Iλ6678 photospheric absorp-
tion lines. The arrow marks the ‘stable’ peaks at∼ 11.7 days and 23.4 days.

I λ6678 is at a frequency of∼ 0.085 days−1, i.e. a period of∼ 11.7 days (Figure 3.6). Interestingly, while in

1998 this modulation is essentially absent, in 1999 the strongest peak in the C II dataset at 0.0478 days−1

corresponds to precisely twice the 11.7 days period. No evidence for a 11.7 days or 23.4 days modulation

was found in He Iλ5876 , but this might still be due to the bad data-sampling.

Despite the high signal-to-noise and spectral resolution of our data, there is also no evidence for sub-

features traveling blue-to-red (prograde) in the absorption troughs of the lines, that might for example be

identified in terms of the presence of low-order non-radial pulsations.

Comparison between spectral and photometric variability. The 2000 photometry (differentialuvby

andUBV) of HD 199 478, though not strictly simultaneous, covers thesame time period as the correspond-

ing spectroscopic data. The Fourier and self-correlation analyses of these data indicate the presence of a

periodic variation of 18±4 (UBV) to 21±4 (uvby) days with an amplitude of about 0.15 mag. The colour

curve of this micro variation is blue in the maxima and red in the minima of the light curve, thus resembling

α Cyg variations in BA-SGs.

The estimated photometric period is somewhat larger, but still consistent (within 3σ) with the 11.7 day

period variation in radial velocity of C II and He Iλ6678 photospheric lines. This finding strongly suggests

that same physical mechanism (based in the stellar photosphere) is more likely responsible for the two

phenomena observed, which might be identified as signaturesof pulsations.

However, note that the interpretation of the photospheric variability of HD 199 478 is not straightforward
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Figure 3.7: The 1998 (left), 1999 (middle)) and 2000 (right)time-series of Hα shown as one-dimensional
plots (top) and two-dimensional grey scale images (bottom). All spectra have been corrected forVsys=-
12 km s−1 . Velocity scale given with respect to the rest wavelength ofHα .

in terms of pulsation. On the one hand, radial pulsations arenot likely since the period is not stable between

the observing runs carried out in different years, and since with only one exception, the estimated periods

are longer than the radial fundamental pulsational period,Prmrad, f und ∼8 days.

On the other hand, the irregular character of this variability is quite similar to that observed in other late

B-SGs and A-type stars (Kaufer et al. 1997). One possible origin for these variations, at least for stars with

M⋆ lower than 40M⊙ , is the action of non-radial oscillation modes excited by the opacity mechanism.

In this respect, we note that:

i) a period of about 20 days, as derived from photometric and spectroscopic data of HD 199 478, is fully

consistent with the value inferred via the period-luminosity relation for B-type variables with excited

g-mode oscillations (Fig. 2 in Waelkens et al. 1998);

ii) on the HR diagram, and with parameters as derived with FASTWIND, HD 199 478 elegantly joints

the group of B-type SGs studied by Burki (1978) for whichg-mode instability is suggested to explain

their variability (Fig. 3 of Waelkens et al. 1998.)

Therefore, non-radialg-mode oscillations might explain the photospheric variability of HD 199 478.

But note again, the lack of evidence in our data for travelingblue-to-red (prograde) features within the

absorption troughs of the lines, which normally betray non-radial pulsational behaviour.

Clearly, very extended time-series datasets are requisitefor extracting reliable long period signals from

the irregular absorption lines changes which characterizeB SGs. These targets lend themselves obviously

to modest-sized robotic telescopes equipped with high-resolution spectrographs.
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3.3.3 Wind variability as traced by Hα

In Figure 3.7 the Hα time-series for 1998, 1999 and 2000 are shown in the form of two-dimensional gray-

scale images. Above each of the velocity-time frames, the corresponding one-dimensional spectra are

plotted to allow for an easy assessment of the size of the fluctuations at each velocity bin. Gaps between

observations, if equal or larger than 1.0 day, are represented by black bands. All spectra have been corrected

for systemic velocity,Vsys = -12 km s−1 . The zero point in velocity corresponds to the rest wavelength of

Hα .

From Figure 3.7 it is obvious that the Hα profile of HD 199 478 is strongly variable, exhibiting a large

diversity of profile shapes and behaviour patterns. In particular, in June-July, 1998 as well as during the

first two months of 1999, the profile has appeared fully in emission evolving from a double-peak morphol-

ogy with a blue component, being somewhat stronger than the red one, to a single-peaked feature centred

almost at the rest frame. Some hints about further development of this feature to the red seem also to

be present. Three such cycles have been identified: the first -between HJD 2450968-982; the second -

between HJD 2450 998-1009, and the third - between HJD 2451 178-189. One more cycle taking place be-

tween HJD 2451 217-247 can be easily recognized in March, 1999. This finding implies that the variability

pattern described above is relatively stable (over at least9 months) with a characteristic time-scale of about

15 days, and a possible re-appearance after one month, or longer.

Another variability pattern, where Hα appears not only in emission, but also in absorption (partlyor

completely), can be identified during the 1999 and 2000 observations. In particular, on HJD 2451 293

(April 24, 1999) in addition to the blue-shifted emission (Vr =-75km s−1 ) a slightly red-shifted absorption

feature (Vr =+40 km s−1 ) has appeared giving rise to a reverse P Cygni profile. The latter persisted for at

least 8 days, growing slightly stronger in intensity.

High-velocity absorptions. The 2000 observations (right panel of Figure 3.7) have revealed the presence

of another unusual event during which Hα changes suddenly and drastically from pure emission to pure

absorption, and back to pure emission. By chance, the distribution of the available observations in time was

quite good allowing the development of this spectacular event to be followed in more detail.

In particular, from Figure 3.8 it is appearant that before the onset of the high-velocity absorption (HVA)

event Hα has occurred fully in emission, developing from a double-peaked to a single-peaked morphology,

and strengthening slightly with time (HJD 2451 792-816). OnHJD 2 451 827, in addition to the emission, a

localized blue-shifted (Vr =-150km s−1 ) absorption extending from -68 to -250 km s−1 appears making the

profile appear P Cygni-like. Over the next 9 days, the P Cygni feature evolves into double absorption with

central emission, where the blue component is significantlystronger and wider than the red one. Two weeks
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Figure 3.8: HVA event observed in the Hα data of HD 199478 in 2000.

later (HJD 2 451 863), the morphology of the profile is still the same though the blue component is weaker

and narrower while the red one has apparently strengthened becoming somewhat wider. Subsequently, the

two absorptions are fading in parallel and disappear completely on HJD 2 451 877.

Interestingly, our observations suggest that the absorption event seen in the Hα time-series of

HD 199 478 between HJD 2451827 – 876 may not be unique. Indeed,readers should note that on

HJD 2451 632 (see right panel of Figure 3.7) Hα has also appeared as a double absorption feature. Un-

fortunately, due to poor temporal coverage, the time development of this feature cannot be followed, but

given the similarity in the morphology of this profile, and the one taken, e.g., on HJD 2451 853, we are

tempted to speculate that about 6 months earlier an absorption phenomena similar to the one recorded in

September - October 2000 may have occurred in this star.

A comparison of our Figure 3.8 with similar results from Kaufer et al. (1996a,b) shows that the spectac-

ular absorption event seen in Hα of HD 199 478 is qualitatively similar to those observed in HD34 085 (B8

Ia, β Ori), in HD 91 619 (B7 Ia) and in HD 96 919 (B9 Ia), with one exception though: in our data-set the

blue and the red-shifted absorption components do not mergeto form an extended blue-to-red absorption,

as is the case of the objects of Kaufer et al., but instead occur parallel to each other (though we accept the

caveat that a more intensive and extended dataset is required ideally).

The fact that such a spectacular phenomenon as HVAs in Hα has been so far observed in 4 late-B SGs

with peculiar emission in Hα is quite interesting and deserves special attention since it might point out to
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Table 3.3: Properties of HVAs in Hα observed in 3 late-B SGs. Data for HD 34 085 and HD 96 919 are
taken from Kaufer et al. (1996b). All velocities, measured with respect to the stellar rest frame, are given
in units of the corresponding wind terminal velocities

HD 34 085 HD 96 919 HD 199 478
Signature 1994 1995 2000

MJD of max. blue depth 2449493 2449792 2451836
Max depth in % of cont 20 70 49
Vel. of max. depth 0.40...0.60 0.29...0.43. 0.37...0.76
Blue-edge velocity 0.79...1.20 0.43...0.64 0.68...1.39
Red-edge velocity 0.34...0.52 0.32...0.48 0.41...0.84
Rise time ofWλ [d] 11 21 22
Decay time ofWλ[d] 20 46 33
Duration of event [d] 40 90 55

some fundamental property of the winds of these stars. With this in mind we followed Kaufer et al. (1996b)

and measured the main properties of the 2000 HVA in Hα of HD 199 478 at the time of its maximum

intensity.

The derived estimates are listed in Table 3.3 together with similar data for HD 34 085 and HD 96 919

(from Kaufer et al. 1996b). The comparison of these data shows that the HVA in HD 199 478 is of interme-

diate duration and strength. Its development in time is roughly consistent with results from Kaufer et al.,

which show rising times that are smaller than the time of decay. 1

The data listed in Table 3.3 suggest that the duration of a HVAevent likely depends on its maximum

strength (stronger maximum absorption – longer duration),while its development in time (rising time vs

time of decay) appears to be independent of this parameter. In addition, the blue-edge velocity and the

velocity of maximum depth of a HVA event may anti-correlate with its strength, i.e., stronger features

tend to reach maximum depth at lower velocities being less extended in velocity space than weaker ones.

Furthermore, and as also noted by Israelian et al. (1997), the maximum positive velocity of a HVA is always

lower than the corresponding maximum negative velocity. However note that due to the limited number of

stars, these results can only be regarded as suggestive and they have to be confirmed with improved statistics.

3.3.4 Summary

Based on optical spectroscopic and photometric data-sets secured between 1999 and 2000, a quantitative

analysis of time-variable phenomena in the photospheric, near-photospheric, and wind regions of the late-B

supergiant (SG) HD 199 478 was performed. The primary objective was to provide new perspectives on

the nature of outflows in late-B SGs, and on the influence of large-scale structures rooted at the stellar

1This result has to be considered with caution since the exacttime of maximum depth absorption in HD 199 478 is not known with
confidence due to limited time-series coverage.
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surface. The results derived troughout this project are presented in Markova & Valchev (2000), Markova

et al. (2008), Austin et al. (2008), Percy et al. (2008) and Markova & Markov (2008). The main outcomes

show that the temporal behaviour of HD 199 478 is characterized by two key empirical properties:

(i) photospheric variabilitywhich manifests itself as irregular/multi-periodic changes in the stellar

brightness whose properties resemble those ofα Cyg variations in BA-SGs, and as systematic low-

amplitude variations in line-strengths and core velocity of photospheric absorption lines. Non-radial

g-mode oscillations excited by the opacity mechanism seems to be the most plausible mechanism to

explain the photospheric variability of HD 199 478.

(ii) continuous deep-seated wind variabilitywhich gives rise to peculiarly strong blue- and red-shifted

emission with cyclicV/R variations similar to those in Be-stars. Variations of thistype suggest

presence of large-scale assymetries in the wind of the star (see next section).

iii) occasional episodes of strong wind absorptionindicating simultaneous massin f all andout f lows.

In these properties HD 199 478 resembles few other late-B SGs, namely HD 91 619, HD 34 085,

HD 96919. In the next section I will consider and largely discussed various possibilities to interprete

the peculiar behaviour of these stars.
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3.4 Wind structure in late B-SGs

Extensive monitoring campaigns of several late-B SGs, namely HD 199 478 (Markova & Valchev 2000;

Markova et al. 2008) and HD 91 619, HD 34 085 and HD 96 919 (Kaufer et al. 1996a,b, 1997; Israelian

et al. 1997), indicate that their Hα profiles exhibit quite similar peculiarities consisting ofa double-peaked

emission with V/R variations, and occasional episodes of strong absorptionindicatingsimultaneous mass

infall and outflows.

The investigation of these stars by means of a complete spectral analysis performed with FASTWIND

(Markova et al. 2008) has shown that such line signatures cannot be reproduced in terms of the standard

(i.e. non-rotating, spherically symmetric, smooth) wind models, which instead predict profiles in absorption

partly filled in by emission at this temperature regime. Consequently, axially symmetric, disc-like envelopes

(Kaufer et al. 1996a; Markova & Valchev 2000); episodic, azimuthally extended, density enhancements in

the form of co-rotating spirals rooted in the photosphere (Kaufer et al. 1996b), or closed magnetic loops

similar to those in our Sun (Israelian et al. 1997) have been suggested to account for the peculiar behavior

of Hα in these stars.

3.4.1 Pulsations

Results of 2D hydrodinamical simulations (Cranmer & Owocki1996) showed that “bright/dark” spots on

the stellar surface can effectively enhance/reduce the radiative driving, leading to the formation of high/low-

density, low/high-speed streams. Consequently, a specific wind structure, called Corotating Interaction

Region (CIR) structure, forms where fast material collideswith slow material giving rise to traveling fea-

tures in various line diagnostics (e.g., Discrete Absorption Components in UV resonance lines of O stars,

cf. Kaper et al. 1996). The CIR scenario for the case of a “bright” surface spot in a rotating O-star is

schematically illustrated in Figure 3.9.

It is generally mooted that non-radial pulsations (NRPs) and surface magnetic spots may equally be

responsible for creating large-scale inhomogeneities in hot star winds (Fullerton, Gies & Bolton 1996).

For the four late-B SGs discussed here, non-radial pulsations due tog-modes oscillations have been

suggested to explain absorptionLPV in their spectra (Kaufer et al. 1997; Markova & Valchev 2000). This

explanation is supported by more recent results which indicate that on the HR diagram, and for parameters

derived with FASTWIND, these stars fall exactly in the region occupied by known variable B-SGs, for

whichg-modes instability was suggested (Markova et al. 2008). In addition, and at least in HD 199 478, the

photometric variability seems to be consistent with a possible origin in terms ofg-mode oscillations (Percy

et al. 2008). Thus, it seems likely that these late-B SGs are non-radial pulsators. Extensive, high-quality
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Figure 3.9: CIR structure created by a “bright” spot on the surface of a rotating O star. (adopted from
Cranmer & Owocki (1996))

data-sets are needed to investigate this possibility further. However note that for any of these objects no

clear evidence of any causality between photospheric and wind variability (as traced by Hα ) has been so

far derived. Note also that the variability patterns observed in Hα do not give any evidence of migrating

red-to-blue features, as those expected to originate from aCIR structure.

3.4.2 Magnetic fields

An alternate possibility exists that magnetic fields can be responsible for the appearance of large-scale

structures and wind asymmetries in hot stars. In particular, magneto-hydrodynamical (MHD) simulations

for rotating O and early-B stars (plus a magnetic dipole aligned to the stellar rotation) showed that depending

on the magnetic spin-up, an equatorial compression, dominated by radialin f all and/or out f lowscan be

created, with no apparent tendency to form a steady, Keplerian disc (Owocki & ud-Doula 2003; ud-Doula

et al. 2008).

Indeed, due to the lack of strong convection zones associated with hydrogen recombination, normal

(i.e. without any chemical peculiarities) hot stars are notgenerally thought to be magnetically active. How-

ever, theoretical considerations (e.g., Cassinelli & Macgregor 2000) supported by more recent observations

(Bychkov 2003; Hurbig et al 2005, 2007) indicate that this may not necessarily be true and that relatively

strong, stable, large-scale dipole magnetic fields are present in different groups of B stars (e.g., SPB, Be,β

Cep itself etc.)

Thus, it seems likely that in, at least some, hot stars magnetic fields can be an alternative source of wind

perturbations and asymmetries. And although the four late-B SGs discussed here have not been recognized

so far as magnetically active stars (except for HD 34 085, seebelow), the potential role of magnetic fields in

these stars remains intriguing, especially because it might provide a clue to understand the puzzling problem

of the simultaneous presence of red- and blue-shifted absorptions/emissions in their Hα profiles.
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Table 3.4: Magnetic field strength,B (in G), required to get an equatorial confinement with simultaneous
mass infall and outflows around each of our targets. The Keplerian, RK , the Alfven,RA , and the escape,
RE, radii (in units ofR⋆ above the photosphere) are calculated following Owocki & ud-Doula (2003). The
HD 34 085 estimates correspond to the 2nd entry in

Parameters 91 619 199 478 34 085 96 919

RK 0.37 0.45 0.38 0.42
RA 0.83..3.73 0.77..4.59 0.83..3.79 1.0..4.13
RE 3.77 4.58 3.81 4.18
B (RK < RA < RE) 5..100 5..180 5..105 5..85

To investigate this possibility further, I have employed the scaling relations of Owocki & ud-Doula

(2003) and calculated the Alfven,RA , the Keplerian,RK , and the “escape”,RE, radii of the four stars, using

data for their stellar and wind parameters as derived by Markova et al. (2008), and fixing the magnetic

field strength at the values required to create an equatorialconfinement. Interestingly, the results listed in

Table 3.4, show that in all four cases a very weak dipole magnetic field is required to effectively channel the

wind outflows, leading to the formation of an equatorial compression with simultaneous radial mass infall

and outflow.

Guided by these prospectives, MHD simulations for the case of our targets have been recently initiated.

The preliminary results derived for HD 199 478 (see Fig. 3.10) are quite promissing showing in particular

that a pure dipole magnetic field of only a few tens of Gauss caneffectively structure the wind of this star

leading to the formation ofcoolequatorial compression with mass infall and outflow.

Thus, it appears that very weak dipole magnetic fields can be responsible for creating wind structures in

the envelopes of late-B SGs. An obvious advantage of this hypothesis is that it has the potential to account

for, at least qualitatively, some of the puzzling properties of Hα of our targets. In particular, the sudden

appearance of red and blue-shifted absorptions might be explained if one assumes that during this event

the plasma in the infalling/outflowing zones of the compression can become optically thick in theLyman

continuum and Lα thus forcing Hα to behave as a resonance line, i.e., to absorb and emit line photons. The

kinematic properties of the resulting absorption features2 are difficult to predict from simple qualitative

considerations, but it is clear that these properties cannot be dominated by stellar rotation, but instead will

be controlled by the physical conditions inside the compression.

Concerning the interpretation of the peculiar Hα emission, the situation is more complicated since such

emission can originate from different parts of the envelope under quite different physical conditions. For

example, one can expect that the cool, less dense plasma outside the compression will only emit line photons

(via recombinations), producing pure emission feature(s)in Hα . Also, the cool equatorial compression

2(Depending on the size of the Hα forming region emission may not appear in the spectrum.)
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Figure 3.10: Density stratification for a model with stellarand wind parameters typical for O stars 670 ksec
after the initial introduction of a dipole magnetic field. The arrows illustrate the upward and downward flow
direction of dense material above and below the Keplerian radius (from ud-Doula and Owocki Owocki &
ud-Doula (2003)). The results for late-B SGs models are qualitatively similar.

might contribute to the Hα emission providing the plasma inside the compression can occasionally become

optically thin in this line. However, note that even a plasmathat is optically thick in Lα and the Lyman

continuum can, under specific conditions, producepureemission profiles in Hα (e.g.,i f collisions dominate

the Hα formation, ori f due to some reasons the 2nd and 3rd levels of Hydrogen go into LTE (Petrenz and

Puls 1996)).

Additional observations to prove/disprove the presence of weak magnetic fields can help to clarify the

picture. Of course, due to the low strength of the magnetic fields required, one cannot expect to detect these

fields directly, but indirect evidence such as e.g., the detection of X-ray emission, abundance anomalies,

specific periodic variations in UV resonance lines, interferometric observations (for more information see

Henrichs 2001), might also be considered. Here, we feel it important to note that a weak longitudinal

magnetic field of about 130±20 G, was actually detected in HD 34 085 (β Ori) (Severny 1970).

Finally, let me point out that at the cooler edge of the B-startemperature regime pure emission profiles in

Hα can be accounted for if one assumes the winds areclumped. Indeed, a spherically symmetric, clumped

wind will mimics wind densities higher than the actual ones,thus giving rise to strong line emission, sim-

ilar to that in O stars. Such winds may also give rise to wind absorption, providing some of the clumps

are optically thick in Hα. Detailed numerical simulations and line formation calculations are required to

discriminate between the different possibilities. (More detailed discussion about HVA phenomena in late

B-SGs can be found in Markova et al. 2008 and Markova & Markov 2008.)
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3.5 Statistical approach to study wind variability

Wind structures and temporal variability are among the mostimportant physical processes that may sig-

nificantly modify the mass-loss rates derived from observations. Since accurate mass-loss rates are crucial

for evolutionary studies (e.g., Meynet et al. 1994), and forextra-galactic distance determinations (via the

Wind Momentum Luminosity Relationship (WLR), cf. Kudritzki & Puls 2000), it is particularly important

to know to what extent the outcomes of these studies might be influenced by uncertainties iṅM due to the

effects of wind structures and variability. Indeed, Kudritzki(1999) has noted that wind variability is not ex-

pected to affect the concept of the WLR significantly. However, this suggestion is based on results obtained

via a detailed investigation ofoneobject only, while similar data for a large number of stars ofdifferent

spectral types and luminosity classes are needed to resolvethe problem adequately.

Following the outlined reasoning, a project to study wind variability in a large sample of Galactic O-

type stars has been initiated and worked out be me, in collaboration with colleagues from the University

Observatory Munich, Germany, and the Catania Observatory,Italy. As a result, a statistical approach to

detect and quantify variations in spectral lines affected by wind emission was developed, and subsequently

used to address the important questions (i) of the dependence (if any) of O-star wind variability on funda-

mental stellar and wind parameters, and (ii) of the impact ofthis variability on the estimated mass-loss and

wind-momntum rates. In this section, main results derived troughtout this investigation will be described

and commented. Complete information about the project and its outcome can be found in Markova et al.

(2005).

3.5.1 Observational material

The sample consists of 15 Galactic supergiants with spectral classes from O4 to O9.7, all drawn from the list

of stars analyzed by Markova et al. (2004) in terms of their mass-loss and wind momentum rates. Table 3.5

lists the objects along with some of their stellar and wind parameters, as used in the present study.

A total of 82 high-quality Hα spectra (R= 15 000) of the sample stars were collected between 1997 and

1999. The observations were obtained at the Coudé focus of the 2m RCC telescope at the National As-

tronomical Observatory (Bulgaria) using an ELECTRON CCD (520×580,22×24µ) and a PHOTOMETRIC

CCD (1024×1024,24µ).3 For all stars but one, the S/N ratio, averaged within each spectral time series, lies

between 150 to 250, while in the case of HD 190429 it is∼100.

The temporal sampling of the data for each target is not systematic but random, with typical values of the

3The use of different detectors is not expected to bias the homogeneity of our sample because the noise characteristics of these two
devices are practically the same. The root-mean-square (rms) read-out noise of the ELECTRON CCD is 3 electrons per pixel (i.e 1.5
ADU with 2 electrons per ADU) while thermsread-out noise of the PHOTOMETRIC CCD is 3.3 electrons per pixel (2.7 ADU with
1.21 electrons per ADU).
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Table 3.5: Stellar and wind parameters of the sample stars used in the present study. All data are taken from
Markova et al. (2004).

Object Sp Vsys Teff R⋆ logg YHe logL vsini v∞ β

HD 190 429A O4If+ -36 39 200 20.8 3.65 0.14 5.97 135 2 400 0.95
HD 16 691 O4If -51 39 200 19.8 3.65 0.10 5.92 140 2 300 0.96
HD 14 947 O5If -56 37 700 25.6 3.56 0.20 6.08 133 2 300 0.98
HD 210 839 O6If -71 36 200 23.0 3.48 0.10 5.91 214 2 200 1.00
HD 192 639 O7Ib(f) -7 34 700 17.2 3.39 0.20 5.59 110 2 150 1.09
HD 17 603 O7.5Ib(f) -40 34 000 25.2 3.35 0.12 5.88 110 1 900 1.05
HD 24 912 O7.5I(f) 59 34 000 25.2 3.35 0.15 5.88 204 2 400 0.78
HD 225 160 O8Ib(f) -40 33 000 22.4 3.31 0.12 5.73 125 1 600 0.85
HD 338 926 O8.5Ib -9 32 500 22.7 3.27 0.12 5.72 80 2 000 1.00
HD 210 809 O9Iab -90 31 700 19.6 3.23 0.14 5.54 100 2 100 0.91
HD 188 209 O9.5Iab -16 31 000 19.6 3.19 0.12 5.51 87 1 650 0.90
BD+56 739 O9.5Ib -5 31 000 19.6 3.19 0.12 5.51 80 2 000 0.85
HD 209 975 O9.5Ib -18 31 000 19.2 3.19 0.10 5.49 90 2 050 0.80
HD 218 915 O9.5Iab -84 31 000 19.6 3.19 0.12 5.51 80 2 000 0.95
HD 18 409 O9.7Ib -51 30 600 15.7 3.17 0.14 5.29 110 1 750 0.70

minimum and maximum time intervals between successive spectra of 1 to 2 and 7 to 8 months, respectively.

In several cases, observations with a time-resolution of 1 to 5 days are also available, but in none of these

cases these observations dominate the corresponding time series. Thus, we expect the results of our survey

to be sensitive to variations that occur on a time-scale significantly larger than the corresponding wind flow

time (of the order of a couple of hours).

3.5.2 Methodology and measurements

Since we were going to study a large number of objects, and since in many cases our observations were

not systematic, but with large temporal gaps in between, from the onset of this investigation we recognized

that our ability to characterize the wind variability of individual targets would be restricted, e.g., we would

not be able to determine time-scales and variability patterns. Moreover, to work effectively, we would need

to employ some simple and fast method both to detect and quantify line profile variability (LPV) and to

constrain the properties of this variability as a function of fundamental stellar and wind parameters of the

sample stars.

In the previous sections of this chapter, the TVS analysis (Fullerton, Gies & Bolton 1996) was widely

used todetectand f ollow LPV in various lines ofαCam and HD 199 478. However, note that this technique

was initially designed to handle LPV inpure absorptionlines. Thus, its implication for the objectives of

a comparativeanalysis of lines influenced to a different extent by wind emission may not be completely

justified.
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Figure 3.11: Results for two typical objects in our sample.Upper part of each panel:Mean Hα profiles
(thick line) andRMSdeviations as a function of velocity across the line.Middle part of each panel:Time-
series of observed Hα profiles. Lower part of each panel:Hα profiles with maximum and minimum wind
emission in the time series. Velocity scale centered at the corresponding systemic velocity.

Guided by these perspectives we decided to modify the main philosophy of the TVS analysis in order

to take into account the effect of wind emission.

Calculating the TVS. To compute theTVSof Hα as a function of velocity across the line, and to deter-

mine the velocity width over whichsignificantvariability occurs,∆V, we followed the original approach of

Fullerton, Gies & Bolton (1996), but assumed that the noise is dominated by photon noise.4 In this case,

theTVS for the pixels in columnj (i.e., at wavelength/velocity j) is calculated from

TVSj =

N
∑

i

w(i)(Si j − S j)2

Si j (N − 1)
(3.1)

whereS j is the weighted mean spectrum for thej-th pixel, averaged over a time series ofN spectra, and

given by

S j =

∑N
i Si j wi

N
. (3.2)

In the above expressionswi are the weighting factors given by

wi =
(σ0

σic

)2
(3.3)

with

σ0 =
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

1
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∑
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σ−2
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
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





−1

(3.4)

andσic, the value of the noise in thei-th spectrum, averaged over a certain number of continuum pixels (40

in our case).

4This assumption seems to be justified because we rely on Coud´e spectra of relatively high quality.
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The RMS deviations (RMS = TVS0.5) as a function of velocity across Hα for the time series of 3

representative targets ( HD 190 603, O4If; HD 17 603. O7.5Ib and HD18 409, O9.7Ib) are shown in the

top panels of Figures 3.11. The level of deviations in the continuum,σ0, is represented by a dashed line;

the threshold ofsignificantLPV, fixed at the corresponding 99% confidence level, is marked with a dashed-

dotted line. I want to stress here that although our implementation is in terms ofTVS0.5, hereafter we shall

continue to refer to the “TVS” and the “TVS analysis”, respectively. 5

“Blue”and “red” velocity limits, vb and vr. To localize LPV in velocity space we used the “blue”

and “red” velocity limits ofsignificantvariability introduced by Fullerton, Gies & Bolton (1996).These

quantities were measured interactively by fixing the positions of the two points where the TVS crosses the

horizontal line representing the threshold ofsignificantLPV. The accuracy of our measurements depends on

the quality of the used data, and on the strength of LPV. For example, in the limiting case of a strong LPV

(i.e., a TVS with large amplitudes and steep spectral gradients), the accuracy of the individual measurements

might be as good as±20 km s−1 .

Alternatively, in the case of a weak LPV (e.g., with amplitudes just above the threshold ofsignificant

variability), the determination of the velocity limits might become so uncertain that different positions of

almost similar probability may exist for each limit. In these latter cases, and in order to assess the effects

of such uncertainties on the outcomes of our analysis, we provide two couples of estimates forvb andvr.

These two sets of values, expressed in km s−1 , are listed in Column 6 of Table 3.6 as a first and a second

entry. We consider the first entry as the more reliable one, and will refer to it as the “conservative case”.

Total velocity width, ∆ V. As a by-product of the measurement ofvb andvr, we obtain the total velocity

width over whichsignificantvariability in Hα occurs,∆V = (vr − vb). In order to find some constraints on

the distribution of the LPV inphysicalspace, we furthermore determined the radial distancermax, where

v(r = rmax) = vb, assuming the wind velocity obeys a standard law of the form

v(r) = v∞
(

1− b
R⋆
r

)β
, (3.5)

b = 1−
(vmin

v∞

)1/β
, (3.6)

with β andv∞ from Table 3.5 andvmin = 1.0 km s−1 . The obtained estimates ofrmax, expressed in units of

R⋆ , are given in Column 7 of Table 3.6. We are aware of the fact that emission variability is difficult to

localize, and could in principle be due to the net effect of fluctuations that occur in different locations under

5Root mean square deviations have been used instead of the TVSitself since the former quantity scales linearly with the size of
the deviations. Thus, it is more appropriate for a direct comparison of the strength ofLPV in various stars (see also Fullerton et al.).
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different conditions, and therefore consider these estimates as upper limits only.

Mean and fractional amplitude of deviations. To quantify and compare LPV, Fullerton, Gies & Bolton

(1996) have introduced two parameters, called mean and fractional amplitude of deviations. (In the follow-

ing we will refer to these quantities as toAF andaF with “F” referring to Fullerton). The first parameter is

expressed in units of the normalized continuum flux, while the second one is a dimensionless quantity. The

authors define these quantities as follows:

AF =
1
∆V

∫ vr

vb

TVS0.5
j dv (3.7)

aF =
100

∫ vr

vb

(

TVSj − σ2
0

)0.5
dv

∫ vr

vb

∣

∣

∣S j − 1
∣

∣

∣ dv
(3.8)

From the above expressions it is clear that while,AF is independentof profile type and can therefore be

used for deciding the statistical significance of LPV both inabsorption and in emission profiles,aF depends

(via the denominator) on the strength of the underlying spectral feature without making any difference

between profiles in absorption and in emission. Thus,aF is inappropriatefor investigating profiles, which

are influenced by wind emission of different extent.

Fractional amplitude, aN. In order to optimize the fractional amplitude to account forthe systematic

difference in the strength of Hα as a function of wind strength, we normalized the integral over the TVS to

a quantity which we called“Fractional Emission Equivalent Width”(FEEW). With this new definition of

the fractional amplitude, now denoted byaN to distinguish it from Fullerton’s parameteraF, this quantity is

a measure of theobserved degree of variability per unit fractional wind emission. “Fractional” refers here

to the observed range of significant variability, [vb, vr ]. Formally,aN is given by6

aN =
100

∫ vr

vb

(

TVSj − σ2
0

)0.5
dv

∫ vr

vb

(

S j − 1
)

dv−
∫ vr

vb
(Sphot

j − 1)dv
(3.9)

The first term in the denominator of Eq.3.9 represents the fractional equivalent width of the observed profile

(positive for emission and negative for absorption), whilethe second one gives the fractional equivalent

width of the photospheric component of Hα (always negative). In total, the denominator thus gives the

fractionalwindemission (always positive).

6In this expression only the uncertainty caused by the photonnoise is taken into account, while the error due to small differences
in the continuum level of individual spectra in a given time series is neglected.
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Mean amplitude, AN. The mean amplitude, as defined by Eq. 3.7 does not seem to pose any problem

concerning an assessement of the statistical significance of variability across Hα . In their original study,

Fullerton et al. have noted that this quantitycannotserve as a comparative tool because it does not account

for differences in the strength of the underlaying absorption feature. In contrast, in the case of Hα from O-

type SGs the mean amplitudemight dependon the wind strength7, and might therefore become of interest

as well, in order to examine and compare the wind variabilityin stars of various spectral types.

Motivated by this possibility, we re-defined the mean amplitude to account (partially) for differences in

the overall quality (i.e., in S/N) of the time series of the sample stars, by subtractingσ2
0 from the TVS,

AN =
100
∆V

∫ vr

vb

(

TVSj − σ2
0

)0.5
dv. (3.10)

Thephotospheric profilesof Hα required to derive the values ofaN have been selected from a grid of plane-

parallel models in dependence of the particular stellar parameters (Table 1, see also Markova et al. (2004)).

Note that the (relative) uncertainty of the denominator becomes rather large in those cases where the wind-

emission is only marginal, since in this case the errors introduced by uncertainties in the stellar parameters

(affecting the actual choice of the photospheric profiles) become significant.

Accuracy of the mean amplitude determinations,σ(aN). To estimate the uncertainty inaN, we fol-

lowed Fullerton, Gies & Bolton (1996), but used a re-formulation (derived by A. Fullerton, priv. com.) of

Eq. 16. Additionally, we assumed that the errors in bothσ0 and FEEW are negligible, and that the accu-

racy of the deviations for each pixelj within Hα is identical and equalsσ0. 8 Under these circumstances,

standard error propagation gives:

σ(aN) =
100σ2

0∆v

FEEW

[

1
2(N − 1)

]0.5
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×
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(3.11)

where j runs over all the pixels betweenvb andvr, while N and∆v denote the number of spectra in the time

series and the discretized integration step, respectively. In our case∆v∼ 9 km s−1 (To not be confused with

the total velocity width∆V!).

The factor of 100 appearing in Eqs. 3.8 to 3.11 converts the corresponding quantities to a percentage.

The estimates ofσ0, AN andaN ±σ(aN)) for each sample star are listed in Table 3.6, Columns 5, 13 and 14,

7E.g., the numerator in Eq. 3.7 is expected to react on wind density (the higher the density the larger the emitting volume).
8The latter assumption is justified since we rely on Coudé spectra of relatively high signal to noise ratio.
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respectively.

Net Hα emission. To assess the contribution of changes in Hα line strength to the LPV detected by the

TVS analysis, we estimated the mean value of the net wind emission,Wem, by subtracting the equivalent

width (EW) of the photospheric profile,Wphot, from the EW of the time-averaged observed profiles.

The observed equivalent widths were measured integrating the line flux between limits which were set

interactively, judging by eye the extension of the emission/absorption wings. These limits did not change

for a given star, but they could for different stars. The internal precision of individual EW measurements,

estimated in the way described in Markova & Valchev (2000), is better than 10%. The EW of the photo-

spheric component was calculated by integrating over the appropriate synthetic profiles. TheWem estimates

and their (standard) error are given in Column 8 of Table 3.6,together with the EW of the photospheric

components.

Contribution of absorption LPV. Since in O-type SGs Hα originates from processes taking place in the

wind and in the photosphere, contributions fromabsorptionLPV to the observed LPV might be expected

(via the photospheric components of Hα and He Iλ5876 ). To investigate this possibility, we consulted

the literature concerning the presence of absorption LPV inour sample. In addition, and as a secondary

criterion, we used the TVS of the He Iλ6678 absorption line located in close proximity to Hα . In those

cases where the results of our TVS analysis of He Iλ6678 did not agree with the results from the literature,

the latter were adopted.9 The results of this analysis are listed in column 3 of Table 3.6.

Mass-loss rate variability. To obtain constraints on the variability of mass-loss rate,for each star we

determined lower and upper limits foṙM . This has been done by fitting the Hα profiles with the smallest

and the largest wind emission present in the time-series, bymeans of synthetic profiles. These have been

calculated using stellar and wind parameters from Table 3.5, and employing the approximate method de-

scribed and used in Chapter 2, Sect. 2.1. The accuracy of theṀ determinations equals±20% for stars with

Hα in emission, and±30% for stars with Hα in absorption (Markova et al. 2004). The estimates ofṀ min

andṀ max as well as the amplitude of thėM variability (given in percent ofṀ min) are listed in Columns 9

to 11 of Table 3.6.

9Such inconsistencies may occur because the time sampling ofour observations is not well-suited for studying LPV on short time
scales (e.g., hours) which seem to be typical for absorptionLPV in O-type stars (Fullerton, Gies & Bolton 1996).
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Table 3.6: Hα line profile and variability parameters. Objects ordered asin Table 3.5.N denotes the number
of used spectra.ve is the velocity of the emission peak whilevb, vr are the “blue” and “red” velocity limits
of significant variability. All velocities (in km s−1 ) are measured with respect to the stellar rest frame.σ0

is the standardized dispersion of the corresponding time-series multiplied by 100.rmax (in R⋆ ) denotes the
upper limit in physical space where significant variations in Hα are present.Wem is the mean equivalent
width of net wind emission and its standard deviation, both given in Å. Wphot is the equivalent width of the
photospheric component.̇M min andṀ max (in 10−6 M⊙ /yr) denote the corresponding limits if the observed
variability is attributed to variations iṅM alone, while∆Ṁ is the amplitude of this variability expressed in
percents ofṀ min. < ρ > is the mean wind density (Eq. 3.12), andAN andaN are the mean and the fractional
amplitudes, respectively.

# N lpv ve σ0 [ vb, vr] rmax Wem/Wphot Ṁ min Ṁ max ∆Ṁ log < ρ > AN aN

1 9 no 210 0.93 [ -491, 234] 1.23 10.99±0.63/3.2 13.0 14.0 8% 13.16 2.24 6.07± 0.03
[-491, 363] 2.09 5.73±0.03

2 3 no 223 0.51 [ -448, 266] 1.22 10.87±0.81/3.2 12.0 13.0 8% 13.13 2.89 7.17± 0.02
3 4 no 82 0.50 [ -704, 747] 1.43 9.35±0.90/3.2 14.5 16.0 10% 13.27 1.90 7.84± 0.02
4 11 yes 220 0.67 [ -633, 478] 1.40 4.74±0.55/3.0 6.8 9.8 44% 13.42 1.92 11.63± 0.03

[-838, 665] 1.61 1.73 12.95±0.04
5 7 no 140 0.67 [ -393, 460] 1.27 6.15±0.52/3.0 4.7 5.4 16% 13.38 3.36 13.77± 0.03
6 7 yes 210 0.60 [ -373, 619] 1.27 4.04±0.49/2.8 5.5 7.2 31% 13.56 1.87 12.49± 0.05
7 5 yes -50 0.40 [ -419, 309] 1.12 1.36±0.14/2.8 4.5 5.2 16% 13.77 1.09 15.32± 0.14
8 4 no 140 0.46 [ -491, 384] 1.33 4.51±1.04/2.6 5.1 5.7 12% 13.45 3.21 15.61± 0.02
9 3 yes 140 0.44 [ -352, 362] 1.21 4.54±0.38/2.6 4.5 5.4 20% 13.59 2.48 11.78± 0.03

10 5 no 10 0.63 [ -336, 909] 1.15 3.63±0.63/2.6 3.2 4.5 41% 13.60 2.77 24.11± 0.05
11 6 yes -6 0.72 [ -176, 144] 1.09 1.56±0.19/2.2 1.5 1.8 17% 13.87 2.67 16.37± 0.08
12 3 no 13 0.69 [ -295, 96] 1.12 1.78±0.31/2.2 2.1 2.5 19% 13.80 2.84 24.66± 0.72
13 4 no 26 0.48 [ -277, 220] 1.09 1.36±0.29/2.2 1.5 1.9 27% 13.92 1.90 20.85± 0.10
14 6 no -8 0.70 [ -149, 206] 1.07 1.81±0.24/2.2 1.6 2.0 25% 13.91 2.51 17.14± 0.10
15 5 no 3 0.70 [ -274, 268] 1.08 1.40±0.47/2.2 1.5 2.2 47% 13.64 3.39 47.18± 0.11

Mean wind density,< ρ >. To quantify the wind strength, we finally calculated the “mean wind density”

using data given in Table 3.5 and Table 3.6 (Column 12), by means of

< ρ >=
Ṁ

4π(1.4R⋆)2v∞
, (3.12)

i.e., we considered the density at a typical location of 1.4R⋆ .

3.5.3 Hα line-profile variability as a function of stellar and wind parameters

In order to obtain further clues concerning the origin of wind variability (as traced by Hα) in O SGs, we

examined various correlations between line profile parameters and parameters of the TVS of Hα, on one

hand, and fundamental stellar and wind parameters of the sample stars, on the other. To search for such

correlations, we used the Spearman rank-order correlationtest (see e.g. Press et al. 1992) which apart from

the linear correlation coefficient of ranks, also calculates the two-sided significance of its deviation from

zero, without any assumption concerning the distribution of uncertainties in the individual quantities.
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Hα profile shape as a function of spectral type. An inspection of themeanHα profiles of the sam-

ple stars (all supergiants!) shows that these profiles evolve as a function of spectral type from a slightly

asymmetric emission with a peak value red-shifted with respect toVsys, via an emission feature with a

P Cygni-like core, to a feature in absorption (with or without central emission reversal). In stars of early

and intermediate spectral type extended emission wings canbe seen, while in stars of late spectral type the

presence of such wings is rare.

There are two stars that deviate from this behaviour, HD 24 912 and HD 210 809. The former one

exhibits a pure absorption profile instead of a P Cygni-like profile. Consequently, its Hα line resembles

much more those profiles from luminosity class III than from luminosity class I objects of the same spectral

type. This finding implies that the (re-)assignment in luminosity class done by (Herrero et al. 1992) is likely

erroneous - that would be not a surprise due to the uncertain distance - and that the original value assigned

by Walborn (1973), luminosity class III, is more appropriate.

The second outlier, HD 210 809, shows a P Cygni-like profile instead of an absorption profile partly

filled in by wind emission. The “peculiar” shape of the mean Hα profile might be explained if a strong devi-

ation from spherical symmetry is present in the wind, a possibility that is also suggested by the observations.

Hereafter, we will refer to HD 24 912 and HD 210 809 as to “peculiar” stars.

The observed evolution of Hα in O-SGs with spectral type (actually withTeff ) is in fair agreement

with results from theoretical line-profile computations performed in terms of NLTE, spherically symmetric,

smooth stellar wind models. The main drivers of this evolution are: decreasing line emission caused by

decreasing wind density (sincėM decreases with decreasingTeff and logL/L⊙ , see Vink et al. 2000), and

decreasing contribution of the He λ6560 blend10. Outliers, such as HD 210 809 and HD 24 912, can occur

either as a result of strong deviations from spherical symmetry and homogeneity in the wind (due to, e.g.,

fast rotation, CIRs, clumps), or as a result of an erroneous spectral type/luminosity class classification or

uncertain/wrong parameters.

Red-shifted emission-peaks. Our observations suggest that the position of the emission peak of the

Hα profiles of O SGs depends on the strength of the wind: for starsof weaker winds (Hα in absorption

with/without central reversal) this peak is centered almost at the rest wavelength, while for stars of stronger

winds (Hα in emission) it is red-shifted instead. This observation issupported by results of the correla-

tion analysis, which shows that the velocity of the emissionpeak,ve correlates significantly with< ρ >,

(0.79/0.0007) and in addition withTeff (0.82/0.0003)11.

10In contrast, purely photospheric Hα profiles of a given luminosity class do not change significantly as a function ofTeff , because
in this temperature regime the photospheric ionization fraction of neutral hydrogen remains fairly constant.

11In this particular case and because of the reasons outlined above, the “peculiar” stars HD 210 809 and HD 24 912 have been
discarded from the correlation analysis.
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Figure 3.12: Blue and red velocity limits (left panel) and velocity width (right panel) ofsignificantLPV in
Hα, as a function of mean wind density of the sample stars. Thickvertical lines denote the corresponding
projected rotational velocity,±vsini. Asterisks refer to the conservative estimates for∆V, while diamonds
mark the non-conservative ones.

Hereafter, numbers in brackets denote the Spearman rank correlation coefficient and the two-sided sig-

nificance of its deviations from zero. Since the latter quantity measures the probability to derive a given

correlation coefficient from uncorrelated data, smaller values mean higher significance of the correlation.

Red-shifted emission peaks have been observed in UV resonance lines of O-type stars, where this find-

ing can been explained in terms of “micro-turbulence” effects, withvmicro of the order of 0.1v∞ (e.g.,

Hamann 1980 and references therein, Groenewegen & Lamers 1989). On a first glance, the phenomenon

seen in Hα seems to be somewhat similar. In contrast to the situation for UV resonance lines, however,

our Hα profile simulations meet no problem in reproducing the red-shifted peak, even if the shift is large,

without any inclusion of micro-turbulence. This can be seen clearly by comparing theoretical profiles with

observations, e.g., Markova et al. (2004); Repolust et al. (2004). A closer inspection of the profile forma-

tion process reveals that the apparent shift of the emissionpeak results (at least in our simulations) from the

interaction between the red-side of the Stark-broadened photospheric profile and the wind emission. Let

me note that we do not exclude the presence of micro-turbulence, but simply we do not need it to reproduce

the observed amount ofve.

3.5.4 Empirical properties of the TVS as a function of stellar and wind parameters

Before investigating the properties of the Hα TVS for our sample stars, let me point out that all results

outlined below refer to the “conservative case” (see Sect. 3.5.2). Although the “non-conservative” data

have not been analyzed in detail, they are included in the corresponding plots and I will comment on their

influence on the final outcome.
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Distribution of H α line-profile variability in velocity space

In Figure 3.12 we show the blue and red velocity limits (left panel, dashed) and the velocity width∆V

(absolute value, right panel) of Hα LPV as a function of the mean wind density. In combination with the

results described in Sect. 3.5.3, these plots indicate that:

i) for all stars the Hα LPV extends beyond the limits determined by stellar rotation and therefore must

be linked to the wind;

ii) in most of the stars in the sample, the variations extend either symmetrically (within the error) with

respect to the rest wavelength, or with a weak blue-to-red asymmetry. In addition, in two objects,

HD 17 603 and HD 210 809, TVS with a noticeable red-to-blue asymmetry have been observed,

while in other two stars, HD 190 429A and HD 16 691, the variations are stronger and more extended

bluewards of the rest wavelength.

iii) the velocity width for significantvariability in Hα is larger in stronger winds than in weaker ones.

There are two stars that deviate from this rule: HD 190 429A and HD 16 691 which exhibit variations

over a velocity interval that is considerably smaller than expected from the strength of their winds.

Further analysis of the velocity data shows that in all sample starssignificantLPV in Hα occurs below

0.3 v∞ (i.e., ≤ 1.5R⋆ ). Additionally, we found a significant correlation betweenrmax and log < ρ >,

(0.87/0.00001). This result as well as the possible dependence between∆V and log< ρ > (0.62±0.01)

are readily understood in terms of an increasing wind volumewhich contributes to the Hα emission, as a

function of wind density.

We are aware of the fact that due to observational selection effects, and other uncertainties affecting

the determination of the velocity limits, the results described above might be questioned. However, a more

detailed investigation of this issue indicates that the velocity limits determined here do not seem to be

strongly biased by either observational selection, or uncertainties in the measured quantities. (But see also

the next sub-section.)

Mean and fractional amplitudes of deviations as a function of stellar and wind parameters

Our TVS analysis shows that the mean amplitude of deviationsalways exceeds the corresponding threshold

for significantvariability, indicating genuine variability in Hα . The actual values ofAN range between 1 and

4 percent of the continuum flux, without any clear evidence for dependence on stellar and wind parameters.

This independence ofAN on log< ρ > can have a twofold interpretation: First,if the mean amplitude

is a reasonable measure for wind variability, then the wind variability is actually more or less independent
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Figure 3.13: Examples of significant correlations between the fractional amplitude of deviations,aN, and
stellar and wind parameters of the sample stars. Asterisks refer to the conservative estimates, while dia-
monds mark the non-conservative ones. Positions of the two “peculiar” stars are denoted by ‘P’.

on wind-strength. Second, the mean amplitude is not the relevant quantity to compare to the strength of

Hα LPV in our sample stars.

Leaving aside these two possibilities, let first consider the following problem. If we assume that the

sources of observable variability are distributed over a certain volume, which increases as a function of

mean wind density (as it is suggested from the increase ofrmax with log < ρ >), then one should expect that

alsoAN should increase with mean density: the numerator of this quantity (the integral over (TVS−σ2
0)0.5)

increases as a function of the emittingvolume, whereas the denominator corresponds to an (increasing) 1-D

quantity only. The fact that theobservedmean amplitude is actually independent on log< ρ > shows that

such a simple model is not sufficient to explain the observations. I will come back to this point again in

Sect. 3.5.5.

In contrast to the established independence of the mean amplitude on wind density, our analysis shows

the presence of anegativecorrelation between thefractional amplitude of deviations,aN, and a number

of stellar/wind parameters. Scatter plots for the strongest correlations, withTeff (0.92/0.000001) and with

log < ρ > (0.80/0.0003), are illustrated in Fig. 3.13. In particular, the decrease ofaN with increasing

log < ρ > suggests thatthe observed variability per unit fractional net emission is smaller in denser winds

than in thinner ones.

The reliability of the derived values of the mean and fractional amplitudes has been checked in two

ways: first, we examined the stability of the results against effects caused by observational selection and

other uncertainties in the measured quantities;second, we checked the validity of the assumptions underly-

ing our definitions ofAN andaN. The obtained results showd that the established independence ofAN on

stellar and wind parameters as well as the negative correlations between these parameters andaN cannotbe

explained in terms of either observational selection or uncertainties in the measured quantities.
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3.5.5 Simulations of LPV in Hα

In order to obtain clues concerning the systematic difference in the strength of Hα as a function of spec-

tral type/mean wind density, in Sect. 3.5.2 the fractional amplitude has been optimize by normalizing the

integral over the TVS to a quantity called fractional emission equivalent width, FEEW (see Eq. 3.9).

The parameteraN defined in this way has been used in the previous section to investigate the dependence

of the observed variability on wind density. The obtained results might be interpreted as an indication that

denser winds are less active than thinner winds, a finding which would give firm constraints on present

hydrodynamical simulations.

Note, however, that (i) our definition ofaN implicitly assumes that the TVS amplitude is proportional

to the corresponding amount of wind-emission and that (ii) this assumption has NOT been checked so far.

In particular, if this assumption was justified, the derivedvalues ofaN would provide a robust measure for

the “observed” degree of wind-variability, as it is true forthe photospheric LPV’s described in terms ofaF.

1D model simulations

Thus, a test of our hypothesis is urgently required. Ideally, such a test would make use of at least 2-D

models of instable winds, since the assumption of 1-D shellswould most probably overestimate the actual

degree of variability. However, given that 2-D simulationsinvolving a consistent physical description are

just at their beginning (Dessart & Owocki 2003), we have proceeded in the following way.

Model grids In complete analogy to our stationary models (Markova et al.2004), we have constructed

a large number of very simple wind-models with variable Hαwind emission. The resulting profiles (10

per model) have been analyzed in the same way as the observed ones, i.e., by means of the TVS-analysis

as described in Sect. 3.5.2. To allow for a direct comparisonwith results from our observations, we have

added artificial Gaussian noise to the synthesized profiles (S/N = 200, which is a typical value), and have

re-sampled the synthetic output onto constant wavelength bins corresponding to an average resolution of

15 000.

In order to account for the effects of wind disturbances of different size and density contrast in different

geometries, we calculated various series of models: three consisting of spherical shells (series SS) and four

consisting of broken shells (i.e., clumps, series BS1 and BS2). A summary of the various models and their

designation is given in Table 3.7.

All simulations are based on our (quiet) model for HD 188 209 with Ṁ = 1.6 ·10−6M⊙/yr (cf. Markova

et al. 2004). In order to investigate the reaction of the TVS of the underlying profile as function of

wind-strength, for each model series we calculated 9 different models with∆ log Ṁ ≈ 0.1, particularly
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Table 3.7: Summary of simple 1-D simulations. Models denoted by“SS” refer to spherical shells, models
denoted by “BS” to broken shells, respectively.

Series properties max(δρ/ρ0)
SS1 δv = 0.5vth(H) ±0.7
SS2 δv = 1.0vth(H) ±0.7
BS11 δm= const,∆p(core)= 0.1R⋆ ±0.35
BS12 δm= const,∆p(core)= 0.1R⋆ ±0.7
BS21 δm= const,∆p(core)= R⋆ ±0.35
BS22 δm= const,∆p(core)= R⋆ ±0.7
SS3 δm= const ±0.35

at 0.8, 1.25, 1.6, 2.0,2.5, 3.2, 4.0,5.0 and 10.0 · 10−6M⊙/yr. In this way, profile shapes going from pure

absorption over P Cygni type to pure emission have been obtained covering all “observed” mean wind

densities.

In all these models, only the density was allowed to be variable, whereas the velocity field and thus the

NLTE departure coefficients (as a function of velocity) have been kept at their original value.

In a first step (series SS1/SS2), we used the most simplistic approach of disturbing thedensity, namely

we varied this quantity in a random way as a function of radiusonly, i.e., we assumed spherical shells.

This step, although rather unrealistic, has been performedparticularly to check the stability of results from

somewhat more “sophisticated” models (series BS1/BS2), which are described below.

In order to preserve the mean profile, the variations are defined in such a way as to allow for both

positive and negative disturbances around the “quiet” model. We divided the wind into shells of equidistant

velocity range,δvshell, where

δvshell = c · vth(H), c = 0.5, 1 (3.13)

with vth(H) the thermal velocity of hydrogen. The two values ofc define two different series, SS1 and SS2.

Inside each of the shells, the density has been perturbed by amaximum amplitude of±70%,

ρ = ρ0(1+ δρ/ρ0), δρ/ρ0 = −0.7+ 1.4 · RAN, (3.14)

with ρ0 the stationary density and a random number uniformly drawn from the interval [0,1]. The

specific maximum amplitudes (for series SS, but also for series BS, see below) have been chosen in such a

way that the resulting TVS-integrals and FEEWs are (roughly) consistent with the observed values. Lower

maximum amplitudes would result in a too low degree of variability, and higher ones in too large values.

Note that the density contrast has been assumed to be constant within each of the shells, i.e., the number

of drawn variables is given by the total number of shells, which is of the order of 80 forv∞ = 1650 km/s
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Figure 3.14: As Fig. 3.11, but forsynthetic
profiles corresponding to model BS11 (broken
shells, low amplitude) of HD 188 209, aṫM =
2.5 · 10−6M⊙/yr (see text).

andc = 1. Note also that only the wind has been allowed to be variable, i.e., we considered perturbations

only outside the sonic point, located roughly at 20 km s−1 .

In this way then, different and random amplitudes within the maximum rangeδρ/ρ0 ∈ [−0.7, 0.7]

are created, however, once more, at one unique value per shell. To allow for a temporal variability of the

resulting profiles at “random” observation times, for each model we performed 10 simulations with different

initialization of and different locations of the contributing shells. The resulting 10 different profiles have

been analyzed subsequently by means of the TVS method (an example is given in Fig. 3.14).

Model series SS suffers from (at least) two major problems. At first, the assumption ofsphericalshells

might amplify the LPV at all frequencies, since, especiallyin the wind lobes, there is only a weak chance

that fluctuations will cancel out due to statistical effects. Second, our simulations define equal amplitudes

of disturbance inside shells of equidistant range invelocityspace. Accounting for the rather steep increase

in velocity inside and the flat velocity field outside, this means that the contributing volume per shell is

strongly increasing with radius, which might give too much weight to disturbances in the outer wind.

To “cure” both problems, we have calculated four additionalmodel series, which should be more realis-

tic than the above ones. At first, the spherical symmetry is broken by the following modification.12 For the

core-rays, we assumecoherentshells (blobs), either of a relatively small lateral extent, ∆p ≈ R⋆/10 (series

BS1), or of a larger extent,∆p = R⋆ (series BS2). For each of the non-core rays (distributed roughly loga-

rithmically), on the other hand, we assume different locations of the density variationsper ray, to simulate

the presence ofbrokenshells. The latter modification results in a lower TVS particularly in the red part of

12Remember that the radiative transfer is performed in the usual p− z geometry, with impact parameterp and height over equator
z. The so-calledcore raysare defined byp ≤ R⋆, and thenon-corerays passingbothhemispheres of the wind lobes byp > R⋆.
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the profiles, due to cancellation effects. Note that we have convinced ourselves that different distributions

of non-core rays gave very similar results.

In order to avoid the volume effect, instead of assumingδρ/ρ0 as random, however constant per shell of

thicknessδv= const, we now require that the random perturbations should occur in shells ofequal mass,

δmshell = 4πr2ρdr, (3.15)

with roughly 50 (broken) shells per model. Inside each broken δm shell, the density fluctuations are eval-

uated as above. For each of our simulations BS1 and BS2, we have used two different values for the

maximum amplitude, max(δρ/ρ0) = ±0.35 and±0.7 (BS11/BS21 and BS12/BS22, respectively), which

gives a fair consistency with the range of observed variability.

Obtained results Before I discuss the results in detail, let me already point out here the major outcome.

Although the assumptions inherent to the various model series (SS vs. BS) are rather different, the results

with respect to interesting quantities are not. The real difference concerns “only” the distribution of the

variability over the profile. For the spherical shells models, we find significant variability on the red side,

whereas for the broken shell model the variability extends to larger blue velocities, due to the increased

influence of the shells in front of the disk (cancellation effects in the lobes, see Fig. 3.14).

In Fig. 3.15, the numerator enteringaN (lower set of curves) and the fractional emission equivalent

width (FEEW, denominator ofaN, upper set of curves) are compared as a function of mean wind density

< ρ >. Obviously, series SS and BS give similar results. In particular, the results of models SS1 and

models BS11 (lower dotted and fully drawn curves) are almostidentical, which shows that a large number

(∼ 160) of spherical shells (model SS1) can simulate the outcome of a model with a lower number (∼ 50)

of broken shells and a lower density contrast. Moreover, it seems that the “volume effect” discussed above

is insignificant, simply because Hα forms in the lower wind region. This similarity in the results points to a

rather large probability that our results are robust and independent of the specific assumptions.

Interestingly, both the observations (except for the two objects with highest wind-density andmore

localized TVS, HD 190 429A and HD 16 691) and all simulations roughly followa power-law for both

quantities,

log(TVSintegral) ≈ a+ b log < ρ > (3.16)

log(FEEW)≈ c+ d log < ρ > (3.17)

which immediately shows that our hypothesis of both quantities being proportional to each other fails.
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Figure 3.15: “Observed” values of the numerator enteringaN (asterisks) and of the fractional emission
equivalent width (denominator ofaN, crosses), compared with simulated quantities, as a function of mean
wind density log< ρ >. The dotted curves correspond to simulations with spherical shells and constantδv
spacing; fully drawn and dashed – to simulations with brokenshells and constantδm. Note that inside each
series of simulations the maximum amplitude of density-fluctuations,δρ/ρ0, is identical, i.e., independent
on wind density.
The special symbols correspond to results from our TVS-analysis of the 3-D models presented by Harries
(2000), cf. Sect. 3.5.5 (diamonds: spiral structure; triangles: clumpy structure).

The established logarithmic dependence of the FEEW on log< ρ > can be readily understood if one

remembers that thetotal emission equivalent width of Hα scales as a power-law of mean wind-density (cf.

Puls et al. 1996), and that the integration range [vb, vr ], entering the fractional equivalent width, is only

weakly increasing with< ρ >, if scaled tov∞ and evaluated on a logarithmic scale (see Fig. 3.12). Given

that the TVS and its integral are both related to the mean wind-density13, the power-law dependence of this

quantity on< ρ > can also be understood. Concerning the somewhat lower slope, it can be attributed, at

least in our simulation, to optical depth effects and the cancellation of fluctuations in the emission lobes.

From Eqs. 3.9, 3.16 and 3.17 then it follows thataN is a decreasing function of log< ρ >,

logaN ≈ (a− c) + (b− d) log < ρ >, b < d, (3.18)

and since all our model series predict the same dependency, it is rather likely that this effect should be

present also in more realistic simulations. In conclusion,we predict thataN becomes a decreasing function

of mean wind density,even if the disturbances(more precisely, their relative amplitudes)are independent

of < ρ >. The vertical off-set of this relation, on the other hand, depends strongly onthe density contrast,

i.e., on max(δρ/ρ0). All this simulations, of course, refer to the case of fluctuations which are “globally”

13at least if the disturbances do not totally decouple from this quantity
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Figure 3.16: Comparison of “Observed” and simulated valuesof the fractional amplitudeaN (in %). The
object numbers correspond to the entries given in Table 3.6.All simbols as in Figure 3.15.

present, and will not explain effects from localized macro-structures such as CIRs.

Fractional amplitudes, aN The actual and predicted behaviour ofaN is shown in Fig. 3.16. For lower

wind densities, the slopes of the relations for numerator and denominator are rather similar (optically thin

winds, wind emission dominated by core-rays), so that the predicted amplitudeaN remains roughly constant

or is even increasing, whereas from log< ρ >≈ −14.0 the predicted decrease is obvious. By comparison

with observations, we find that almost all stars lie in the range suggested by BS11/BS12 and BS21/BS22,

i.e., correspond to differences in (relative) amplitude within a factor of two. There are only two outliers,

HD 210 809 (#10) and particularly HD 18 409 (#15, ataN ≈ 50). While the former star has been designated

as a “peculiar” object, the strong deviation of the last is more likely due to uncertainties in wind parameters

(Repolust et al. 2004)14.

Even for the two objects with the largest wind densities, which have been found not to follow the indi-

vidual relations for the TVS-integral and the FEEW, the results for aN are consistent with the predictions.

In our interpretation, this would mean that both stars have the same degree of activity as the other stars,

only in different and more localized regions.

In summary, there are no indications of a dependence of wind activity on wind density, at least on basis

of our present simulations; in our interpretation, the decrease ofaN is an artefact of the normalization, which

(unfortunately) does not follow the same slope as the TVS-integral.

Furthermore, from our simulations, we may also conclude that the underlying disturbances (at given

14The large value ofaN is notdue to a large TVS-integral, but due to a rather small value ofits FEEW (located at log< ρ >≈ −13.64
and FEEW= 39 km/s in the left panel.
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Figure 3.17:Left: Observed blue and red velocity limits,vb, vr (conservative and non-conservative values)
in units ofv∞ , as a function of mean wind-density, compared with results from simulation BS21 (dashed).
Right: Observed asymmetry, (vr − |vb|)/(vr + |vb|) (conservative values, black dots), compared with simula-
tions (asterisks: BS21, squares: BS11, crosses: SS3). The object numbers correspond to the entries given
in Table 3.6. The diamond and triangle refer to the data resulting from our TVS-analysis of the 3-D spiral
and clumpy model presented by Harries (2000), cf. Sect. 3.5.5.

wind density) may introduce a scatter up to a factor of two in the maximum amplitude. Of course, more

realistic simulations are needed before a final statement concerning this problem can be made.

Velocity limits and distribution of LPV. Further insight into the origin of the variability might be found

from a comparison of observed vs. predicted velocity limits, vb, vr and particularly of their asymmetry.

In the left panel of Fig. 3.17, we compare these velocity limits (normalized tov∞ , to obtain a unique

scale) with our predictions from BS21 (broken shells, low amplitude). Obviously, for stars with low and

intermediate wind strength ([log< ρ >] < −13.2) and except for HD 210 809 (at log< ρ >= −13.6, with

strongly asymmetric velocity limits), our models do fairlyreproduce the observed amount of increase of

∆V as a function of< ρ >. Since at largest wind densities we have only two objects in our sample, it is not

clear at present whether their discrepant behaviour is peculiar or not. Thus, except for the outliers, it might

be concluded that the observed variability results from effects which are presenteverywhere in the wind,

in accordance with our models. This conclusion seems to be also supported by the fact that HD 210 809

deviates from our predictions: for this star our observations have suggested the presence of large-scale wind

disturbances which are localized rather than uniformly distributed over the wind volume.

The right panel of Fig. 3.17, however, shows the shortcomings of our models. Plotted is the asymmetry

of vb, vr by means of the expression (vr − |vb|)/(vr + |vb|) (negative values correspond to blue-to-red, positive

values to red-to-blue asymmetries, respectively). Let me firstly discuss the “theoretical” predictions. We

have plotted the results for model series BS21(asterisks),BS11 (squares) and for a model that has been

constructed additionally for this comparison, namely a model with sphericalshells andδm= const (SS3,
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Figure 3.18: “Observed” values of the mean amplitude of deviations,AN (conservative values) compared
with simulated quantities, as a function of mean wind density log < ρ >. The bold curves correspond to
series BS11/BS12, the dashed curves to series BS21/BS22 and the dotted curve to series SS3 (spherical
shells, low amplitude), respectively. Each series shows a positive correlation with mean wind density. The
object numbers correspond to the entries given in Table 3.6.

crosses). All three models have the same maximum amplitude,max(δρ/ρ0) = ±0.35. Not surprisingly,

the last model shows the least asymmetry, whereas model BS21shows the largest one (due to the large

lateral extent of the assumed broken shells in front of the stellar disk). Note that most models show a blue-

to-red asymmetry, even those with spherical shells, whereas in no case a redwards asymmetry is found.

This prediction, of course, results from cancellation effects in the lobes, compared to the situation for core-

rays. For large wind-densities, all models converge to small, or even negligible asymmetry, because of the

increasing influence of the lobes. For model SS3 (spherical shells), symmetry is reached earliest, roughly

at log< ρ >= −13.5.

With respect to the observations, the situation is as follows. At low and intermediate wind densities,

only four objects display asignificantasymmetry, mostly to the red. The majority of stars, however, show

either a small degree of asymmetry (to the blueand to the red), or behave symmetrically. The predictions

of series SS3 are closest to this behaviour. For the two starswith larger wind densities, the predictions

definitely deviate from what has been observed.

Mean amplitude, AN In Sect. 3.5.4 I have noted that the mean amplitude of deviations seems to be

uncorrelated with mean wind density, at least for our sample. Also I speculated that if the sources of

wind variability were (uniformly) distributed over the contributing wind volume, one should see a positive

correlation. By means of our simple models, this conjecturecan be now checked and additional constraints
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on the origin of wind variability may be found.

Fig. 3.18 shows the behaviour of the simulated mean amplitude as a function of mean wind density for

series BS11/BS12, BS21/BS22 and SS3. Actually,AN is strongly correlated with< ρ > where the vertical

offset is a function of (relative) amplitudeδρ/ρ0. On a first glance, we might conclude that the observed

values are again (i.e., as we have found foraN) consistent with the models, if we allow for a variation in

amplitude of roughly a factor of two.

A closer inspection, on the other hand, reveals that at leastfor two low density objects (HD 188 209, #11

and HD 218 915, #14) there is the following problem. The mean amplitudes of these objects are consistent

with our simulations with largerδρ/ρ0 (BS22). Concerning the fractional amplitudes,aN, however, they

are consistent with our simulations for lowerδρ/ρ0 (BS21, cf. Fig. 3.15), which in turn produce a much too

large bluewards asymmetry in the TVS (Fig. 3.17). Remarkably, one of these objects (HD 218 915, #14)

even suffers from an observed red-to-blue asymmetry.

Thus, from the comparison of mean amplitudes and asymmetry in the velocity limits we find a number of

indications that at least two (from 3) low and the high density objectscannotbe explained by our simple

models consisting ofdensity fluctuations distributed everywhere in the wind. If we return to our original

TVS analysis, the primary sources for these inconsistency can be clearly identified: (i) the strong variability

of a central reversal at zero rest velocity, which gives riseto a rather large TVS within a narrow, sym-

metric velocity range for stars of weaker winds and (ii) the rather small extent of the observed variability,

preferentially bluewards of the emission peak for stars of stronger winds.

3D model simulations

Recently, Harries (2000) has published results for 3-D line-profile simulations of Hα for ζ Pup, performed

by means of his Monte Carlo stellar wind radiative transfer code. Two distinct models for the wind morphol-

ogy have been considered: one with a co-rotating (one-armed) spiral structure and another one consisting of

a clumpy wind. In the first case the author examined the effect of one spiral streamline of enhanced density

on Hα, while in the latter one he considered random blobs propagating throughout the wind.

In order to obtain an impression to what extent the outcome ofour model analysis might be influenced

by the fact that we consider 1-D instead of more realistic 3-Dmodels, we analyzed the two different sets

of synthetic profiles derived by Harries (kindly made available to us by the author), in the same way as

for the time-series of our sample stars and for our own simulations. The corresponding results are shown

in Fig. 3.19. Apart from the impressive sequence of synthetic profiles which allows to easily follow any

evolution of wind structure in time a number of interesting features are noticeable.

In the first place, the distributions of amplitudes for the two models are rather different: in the one-armed
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Figure 3.19: As Fig. 3.11, however for the time-series of synthetic Hα profiles fromζ Pup as calculated
by Harries (2000), using two different 3-D models for the wind morphology.Left: wind with co-rotating,
one-armed spiral density enhancement;Right: clumped wind. Note the different distributions of the corre-
sponding TVS.

spiral model, the derived TVS is double-peaked andsymmetric with respect to the stellar rest frame, while

in the clumped model it is single peaked with maximum amplitudes concentrated on the blue. In addition,

for the clumped model the velocity range ofsigni f icantvariability shows a clear blue-to-red asymmetry

(vb=-1670,vr=1440 km s−1 ) while for the spiral model it is almost symmetrical with respect to the rest

wavelength (vb=-2010,vr=2050 km s−1 ).

Interestingly, also the parameters derived from the TVS analysis of the spectra for the 3-D clumped

model are quite similar to the ones we have derived in terms ofour 1-D broken shell (i.e., clumpy) models

(see Figures 3.15 and 3.17), whereas the small differences might explained by the fact that the spectra from

the 3-D simulations are free of noise, in contrast to the spectra from our 1-D models.

These findings suggest that at least in the case of a clumpy wind the TVS signatures do not, or little,

depend on the specific model, and that the results of our simple 1-D simulations are comparable to those

from more realistic simulations. A final conclusion concerning this point can be drawn only, of course,

when a larger set of 3-D simulations for a variety of wind parameters, will performed.

From the point of view of the observations, on the other hand,the above finding means also that the

probability to obtain a symmetric TVS of Hαwill be very low if the wind is clumpy, even if using snapshot
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Figure 3.20: WLR for our sample of Galactic O-type stars. Error bars display the influence of Hα LPV
(interpreted in terms oḟM ) on the modified wind-momenta.

observations.

In our models, a large variation at rest wavelength cannot bereproduced, at least if we allow for fluctu-

ations of both positive and negative amplitude. Such a behaviour might be explained by radially extended,

coherent structures in front of the disk, which would mimic acertain global increase of mass- loss by bring-

ing the innermost part of Hα into emission. That our models can never reproduce a (strongly) localized

variability has been discussed already above.

3.5.6 Spectral variability and the Wind Momentum Luminosity Relationship

The most extreme case of snapshot observations occurs when performing a spectral analysis, since usually

only one spectrum (or two consecutive ones) is/are available. Because of the spectral variability inherent to

the objects under discussion, these individual data might be not very representative. In the following, I will

discuss on this point with respect to derived mass-loss rates, with special emphasis on the question in how

far the Wind Momentum Luminosity Relationship (WLR) of Galactic O-type stars is influenced.

Firstly, let me assume that the observed variability of Hα is only due to processes in the wind (i.e., the

contribution of absorption LPV is neglected), and that thisvariability is interpreted in terms of a variable

mass-loss rate. Note that the latter assumption is inherentto a typical spectrum analysis, since due to the

scarcity of the available data-set(s) a particular mass-loss rate is derived, which of course might be not

representative.

Following this philosophy, we derived upper and lower limits of the mass-loss rate for all our sample

stars, from the two most extreme spectra present in the time-series, and calculated the corresponding limits
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for the modified wind-momentum rate. Due to the adopted simplifications (standard model, no clumping)

the obtained values oḟM might be overestimated.

The mass-loss rate estimates listed in Table 3.6 show that the observed variations iṅM range from±4%

of the mean value, for stars with stronger winds, to±16% for stars with weaker winds. Since the accuracy

of our determinations also depends on the strength of the wind – ±20%, for stars with Hα in emission,

and±30%, for stars with pure absorption profiles (Markova et al. 2004) – we conclude thatthe observed

variability of Ṁ does not exceed the errors of individual determinations and thus is not significant. This

result seems somewhat astonishing, especially in those cases when drastic changes in the Hα profile shape

have been observed. Note, however, that for wind densities not too low small changes iṅM give rise to

large changes both in the profile shape and the EW (Puls et al. 1996).

The derived amplitudes of thėM variability have been used to cast constraints on the variability of the

corresponding wind momentum rates. The results indicate that wind variability affects the momentum rates

by less than 0.16 dex, which is smaller than the error of individual estimates (0.30 dex, Markova et al. 2004)

and thus is insignificant again. In addition, and as it can be seen from Figure 3.20, the uncertainty caused by

wind variability does not provide any clue to resolve the problem concerning the WLR of Galactic O-type

stars being a function of luminosity class (Puls et al. 2003;Repolust et al. 2004; Markova et al. 2004).

Finally, I would like to note that the assumption of a homogeneous and spherically symmetric wind

(underlying our analysis) is in some obvious contrast with the presence of large-scale perturbations in the

winds of some of our targets, which have been suggested by different investigators on various occasions.

Consequently, problems may occur when trying to fit the Hα profiles with model calculations. Exemplary

is the case of HD 210 839, where we failed to obtain a good fit fora number of profiles of the time series.

3.5.7 Summary

Although line-profile variability of Hα in O-type supergiants has been known for a relatively long time (e.g.,

Rosendhal 1973; Conti & Frost 1977), our survey is thefirst where this variability is detected and quantified

in anob jectiveandstatisticallyrigorousmanner for a large sample of stars.

The main results can be summarized as follows:

• To study the wind variability in O supergiants, as traced by Hα , we employed the TVS analysis, originally

developed by Fullerton, Gies & Bolton (1996), however modified in such a way as to account for the effects

of wind emission of various strength on the observed profiles.

•Our results show that all sample stars experiencesignificantline-profile variations in Hαwith meanampli-

tudesAN between 1 and 4% of the continuum strength. Since absorptionLPV seems to be common among

O-type stars (Fullerton, Gies & Bolton 1996), these amplitudes can in principle be due to a combination of
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variations generated in the photosphere and in the wind. However, our analysis indicate that even at lower

wind densities (log< ρ >≈ −14) contributions from wind effects have to be accounted for, and that for a

number of stars wind variability is actually the dominatingsource.

• By means of the newly introduced quantityaN, we found that the observed variability of Hα per unit

wind emission is a slight decreasing function of mean wind density. This result might be interpreted as

an indication thatstronger winds are less active than weaker ones. However, at least on the basis of our

present, simplistic line-profile simulations, this hypothesis cannot be supported.

• For the case of density perturbations uniformly distributed in the wind, our simulations predict that the

mean amplitude of deviations,AN, should increase with increasing mean wind density. Interestingly, this

prediction isnot supported by our observations which gave no evidence of any correlation between mean

amplitude and density. Moreover, it turned out that a comparison of observedaN andAN with corresponding

simulated quantities would give different information. In so far, both quantities deserve theirown right and

have to be reproduced simultaneously by future models whichclaim to explain the observed variability.

• By means of a series of models with different wind morphology, we showed that the properties of the TVS

of Hα can provide some insight into the structure of the inner windwhere this line forms. In particular, and

for not too large wind density, it was found that models with spherically symmetric shells produce a TVS

with a blue-to-red asymmetry similar to that originating from models with blobs, providing the both kinds of

disturbances are distributed uniformly over the contributing volume. The only difference is the actual degree

of asymmetry: at the same mean density, shell models produceless asymmetry than those with broken shells

(i.e., blobs). Moreover, this result does not seem to dependon whether snapshots or systematic simulations

have been used. Note, however, that an asymmetric large-scale, long-lived co-rotating structure will always

produce a symmetric TVSif the whole period of rotation is covered by observations.

• Allowing for a scatter within a factor of two for the maximum amplitude of the disturbances at given wind

density, a good correspondence between the predicted and the empirically derived parameters of the TVS

of Hα can be derived for stars of intermediate wind density. For stars of lower and higher wind densities,

on the other hand, the established disagreement might simply point to the presence of wind effects that

are not accounted for in our simulations. In particular, to reproduce the variations observed in Hα at lower

wind densities, one might suggest the presence of a radiallyextended, coherent structure in front of the disk

which can mimic variations in the global mass-loss rate. Concerning the (two!) stars with stronger winds,

this corresponding discrepancy might be interpreted in terms of a rather confined region of variability close

to the star.

• Our analysis shows thatsignificantvariations in Hα occur below 0.3v∞ . Converted to units of physical

space, this limit corresponds to 1.4 to 1.5R⋆ , in good agreement with results from theoretical calculations
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with respect to the outer limits of Hα line-formation in O supergiant winds.

• Interpreted in terms of variable mass-loss rates, the observed variations in the Hα wind emission indicate

variations inṀ of ±4% of the mean value for stars with stronger winds, and of± 16% for stars with weaker

winds. The ratio of maximum to minimum mass-loss averaged over the whole sample is 1.22, in good

agreement with the value provided by Prinja & Howarth (1986). The distribution of this ratio over wind

density suggests that weaker winds seem to be more variable than stronger ones.

• The influence of wind variability on the derived wind momentais found to be small, smaller than 0.16 dex

and hence not significant. This result agrees well with an investigation by Kudritzki (1999) who reported

0.15 dex as the error in the wind momentum rate of one(!) A-supergiant, HD 92 207, introduced by wind

variability. Thus, part of the scatter in the WLR of GalacticO-type stars might be caused by spectral

variability.

Finally, it may be worth noting that the Hα profiles of the sample stars derived throughout our observa-

tions are quite similar, both in shape and strength, to thoseobtained by other investigators in various epochs

(e.g., Rosendhal 1973; Conti & Frost 1977; Scuderi et al. 1992; Ebbets 1982; Underhill 1995; Kaper et

al. 1997). This finding suggests that the atmospheres of our targets are not subject to long-term variability.

On the other hand, no information about previous Hα observations concerning the stars BD+56 739 and HD

338 926 was found in the literature.



Chapter 4

Wind structure and variability in P
Cygni

4.1 Introduction

P Cygni is an early B-type supergiant classified variously asB1eq, B0-B1, B1p or B1Ia+ (Lamers et al.

1983). Because of its spectral characteristics, the star isconsidered the prototype of the P Cygni-type stars

(PCT), defined by Lamers (1986) as “luminous supergiants of spectral type O, B and A, which in their

visual spectrum show or have shown P Cygni profiles of not onlythe strongest Balmer and He I lines, but

also of other lines, such as lines of higher Balmer members and/or lines of other ions”. In comparison with

normal supergiants, the PCT stars have an effective gravity a factor of 3 to 10 lower, a mass-loss rate a

factor of 3 to 10 higher, and a terminal wind velocity a factorof 10 lower, which results in a wind density a

factor of 30 higher. So, the PCT stars are an extreme case among the hot massive stars with mass loss.

Together withη Carina and S Dor, P Cygni is also considered as one of the prototypes of the Luminous

Blue Variables (LBVs). LBVs form a rather heterogeneous class of very massive unstable stars located close

to the Humphreys-Davidson limit on the HR diagram. The term ”LBVs” was coined by Peter Conti in 1984

and comprises the galactic P Cygni type stars, the S Doradus variables and the Hubble-Sandage variables in

M31 and M33. All these stars are characterized by high mass-loss rates, episodes of shell ejection and large

eruptions. The evolutionary status of the LBVs is a subject of ongoing debates. In some stellar models,

the LBV phase occurs during (or shortly after) the main-sequence phase, produces an enormous mass loss,

and prevents evolution to the red (Schaller et al. 1992; Meynet et al. 1994; Langer et al. 1994); in others,

the LBVs are post-red-supergiant objects in a late blue phase of dynamical instability (Stothers & Chin

1996, 2000). Some believe that two types of LBVs appear to exist: “classical” LBVs with Mbol brighter

than -9.5 mag and “low− luminous” LBVs with Mbol weaker than -9.5 mag, both of which share the main

characteristics of the class, but may be in different evolutionary state (e.g. Humphreys & Davidson 1994).

105
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The observational history of P Cygni has begun more than 400 years ago, when it was discovered by

Williem Blaeu as a nova-like object. Since then, the star hasbeen many times investigated both photomet-

rically and spectroscopically, but despite of these continuing efforts no clear understanding of its physics

has been achieved to date. (For a detailed review see Israelian & de Groot 1999, and the proceedings of the

workshop on“P Cygni 2000. 400 years of progress.”, ASPCS, Vol 233.)

Guided by the prospects to shed additional light on this issue, I have initiated and leaded a long-term

international project to study wind variability and structure in the LBV P Cygni. The survey was performed

in collaboration with colleagues from: the Catania Obs., Italy; the Tartu Obs., Estonia; the Armagh Obs., N.

Ireland; the Ritter Obs., USA; the Canaries Astrophysical Institute, Spain; the Paris Astrophysical Institute

and the Marseille Astrophysical Laboratory, France. In this chapter, main outcomes of this project will be

outlined and briefly discussed. More detailed information can be found elsewhere (Markova & Kolka 1984,

1985, 1988; Markova 1986a,b, 1993a,b, 1994; Markova 2000; Markova 2001; Markova & Zamanov 1995;

Markova & de Groot 1997; Markova & Tomov 1998; Markova et al. 2000, 2001a,b; Muratorio et al 2002;

Friedjung et al. 2001).

4.2 Observational data

The observational part of the project includes long-term photometric and spectral monitoring campaigns

of P Cygni performed from different sites all over the world, with various instruments, equipments and

detectors.

4.2.1 Photometric and spectroscopic observations

Photometry In addition to our own UBV data derived with the NAO 0.6m telescope, photometric data

from various literature sources have been collected and used. The total time-coverage of these data ranges

from March 1985 to October 1998 with some gaps between due to inclement weather in addition to the

seasonal gaps. The distribution of the data by means of theirorigin is given in Table 4.1. Information about

the number of observations from a given source, Nobs., the accuracy inV andB− V, and the corresponding

reference is also provided.

Spectroscopy The majority of the original data have been collected with the coudé spectrograph of the

NAO 2-m RCC telescope using either photographic plates or CCD detectors (after 1993). Additional CCD

observations were secured at the Ritter Observatory (USA) using a fiber-fed échelle spectrograph attached

to the 1-m telescope, and at the Tartu Astrophysical Observatory (Estonia) using a Cassegrain spectro-
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Table 4.1: Photometric observations of P Cygni

Source Nobs Accuracy Reference
in V, B-V

0.6m NAO 11 ≤0.01;≤0.01 Markova & Tomov (1998)
Zsoldos 10 not reported private communication
CAMC 124 0.05; Carlsberg 1985-1994
APT 220 0.006; 0.010 Genet et al. 1987

Table 4.2: Summary of the spectroscopic data of P Cygni used in the present thesis

Source Time coverage HJD region R=λ/δλ, Nnights

2440000+ in Å

NAO (Bulgaria) 1981 - 1983 4 690–5 547 3500–4900 18 200 52
NAO (Bulgaria) May– Sept. 90 8 017–8 137 3500–4900 18 200 9

4900–6800 10 000 8
Landessternwarte, 1990–1992 8 044–8 764 4050–6750 12 000 88
Germany
NAO 1993–1994 8 840–9 529 Hα 20 000 15
NAO April–Oct. 98 10 915–11095 Hα 15 200 7
TAO (Estonia) 1994–1997 9 512–10264 Hα 16 000 30
RO (USA) 1994–1998 9512–11110 Hα 25 800 39
Taylor et al.1991 1989–1990 7 668–8 159 Hα 193 20
Scuderi et al. 94 1988–1993 7 348–9 227 Hα 7 000 32
Pollmann 1999 1994–1999 9 600–11300 Hα 2 000 128

graph (ASP-32) attached to 1.5-m telescope. The original data-sets were complemented with 88 more CCD

spectra collected with a fiber-linked echelle spectrographcoupled to the 0.75m telescope at the Landesstern-

warte, Heidelberg (Stahl et al. 1994)). The distribution ofthe observations in time, the spectral resolving

power,R ≡ λ/∆λ, and the number of the obtained spectra (one spectrum per night) are summarized in

Table 4.2. More information about the original data and the data reduction can be found elsewhere (see,

e.g., Markova & Kolka 1984; Markova et al. 2001a; Markova 2001)

4.2.2 Hα equivalent width measurements

Original data Hα equivalent widths (EW) were estimated through line flux integration within a care-

fully selected spectral window, same for all spectra. Sincein P Cygni this line has strong and extended

(± 1500km s−1 ) emission wings, special care must be put to fix the limits of the integration window so

that to cover these wings completely. However, in some cases(e.g., the Ritter observations) the spectral

coverage turned out to be insufficient to include the true continuum on either side of Hα. In these cases

then,underestimatedEWs would be obtained which have been subsequently corrected for the undetected

line flux (for more information see Markova et al. 2001b).



108 CHAPTER 4. THE LBV P CYGNI

Another problem, concerning the Hα EW-determinations, are line blending effects which depend on

time, on spectral resolution, and on the geographic location of the observatory (e.g., absorption from water

vapour lines, absorption plus emission from the C II doubletand emission due to the N II forbidden lines).

However, according to our estimates the total effect of blending does not seem to be significant: in the

extreme case of the Ritter Observatory, which is located essentially at the sea level, the contribution of

water absorption to the Hα equivalent width amounts to less than 2%. Thus, no correction for line blending

was made. The accuracy of our individual EW-determination is mainly determined by the quality of the

spectroscopic data, and is estimated to be better than 9%.

Literature data To complement our original sets ofHα EWs, similar data from literature were also used.

Information about these data is given in Table 4.2 while moredetailed description can be found in the

corresponding papers (Scuderi et al. 1994; Taylor et al. 1991; Pollmann 1999).

4.3 Emission line spectrum in the optical

The present day optical spectrum of P Cygni is notable with the great number of emission lines of various

species and ions (Stahl et al. 1991, 1993; Markova 1994; Markova & Zamanov 1995). In some cases

(e.g., H I, He I and low-excited Fe III and N II transitions), the emission is accompanied by blue-shifted

absorption (the so-called P Cygni-type profiles), whilst inothers – profiles ofpureemission type have been

observed. A detailed comparison with identification lists from earlier epochs (e.g., Beals 1950; de Groot

1969) has shown that more than 70 % of thepureemission lines in P Cygni’s spectrum appear to be of

recent origin (Markova & de Groot 1997). If not due to observational selection caused by the continuous

improvement of the signal-to-noise ratio of photographic spectra during the last century, this finding might

indicate the presence of a very long-term variation in the wind+photosphere properties of the star.

To get deeper inside into the nature and the origin of P Cygni’s emission line spectrum, a detailed

investigation of the properties of a large sample of permitted and forbidden emission lines was performed.

In this section, main results derived throughout this project will be outlined and briefly discussed while

a more detailed description can be found elsewhere (Markova& de Groot 1997; Friedjung et al. 2001;

Muratorio et al 2002).)

4.3.1 Permitted lines

The permitted pure emission spectrum of P Cygni consists mainly of lines of Fe III, N II and Si II. Some

line parameters, such as, e.g., the position of the peak intensity, Ve and the full width at half the maximum
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Table 4.3: Permitted emission lines in P Cygni’s optical spectrum. Ve and FWHM are respectively, the
velocity of the emission peak and the full width at half maximum averaged over the number of the studied
lines, N; eexc(l) and eexc(up)denote the excitation energy of lower and upper levels, respectively.

line N Ve [in km s−1 ] FWHM [in Å] eexc(l)[in eV] eexc(up) [in eV]
N II 1 1 -34 92 17.80 20.32
Fe III 113 7 -32 76 18.19 20.54
Fe III 114 2 -24 66 18.43 20.54
Fe III 115 2 -44 145 18.71 20.79
Fe III 117 2 -28 78 18.73 20.79
N II 28 3 -31 85 21.07 23.14
N II 31 1 -35 72 21.51 23.37
Fe III 118 2 -46 65 20.54 23.50
Fe III 119 2 -64 97 20.54 23.57
N II 36 3 -58 65 23.04 25.04
N II 41 1 -69 90 23.10 24.96
N II 45 1 -28 83 23.14 25.04
N II 46 3 -54 101 23.14 25.09
N II 57 1 -45 112 23.37 25.35
Si II 1 2 -35 79 6.83 10.03
Si II 2 2 -42 192 8.09 10.03
Si II 4 2 -51 196 10.02 12.09
Si II 5 2 -48 136 10.02 12.47

intensity (FWHM), averaged over the number of the measured lines, N, are summarized in Table 4.3.

Location of the line formation zones. Most of the permitted pure emission lines are symmetric witha

sharp maximum, blue-shifted in respect toVsys. The obvious similarity in the Ve- and FWHM-estimates

of most Fe III and N II lines points to a possible formation of both in same wind layers. By averaging the

FWHM-data, we located the formation zone of these lines below 90 km s−1 . The Si II emission lines, on

the other hand, are considerably broader than the Fe III and NII indicating formation at outflow velocities

of about 230 km s−1 . Concerning the few outliers (Fe III 115, N II 57 and Si II1), from a closer inspection

of the observed spectrum we found that an explanation of their peculiar behaviour in terms of influence of

blends and/or rather strong photographic noise is possible in any of these cases. Assuming aβ-type velocity

law of the form given by Eq. 2.9 withβ=4, v∞ =240 km s−1 , andv(R⋆)=4x10−4v∞ , the Fe III/N II and Si II

emitting regions were located atr ≤ 5R⋆ andr ≤ 100R⋆, respectively.

Excitation mechanism. All of the observed Fe III and N II transitions are from higherexcited levels

which seems overpopulated. At distancesr ≤ 5R⋆ where these lines probably form, the wind temperature

and density are likely higher than 14 000 K and 10x1010 cm3, respectively (Drew 1985). At these circum-

stances, fluorescence seems to be the most plausible mechanism to populate the Fe III and N II levels with

energies between 23.14 and 23.57 eV, which produce the emission lines of Fe III 118, 119 and N II 28, 31.



110 CHAPTER 4. THE LBV P CYGNI

In particular, we suggest that these levels could be pumped by two UV transitions in He I atoms at energies

of 23.09 eV (λ537Å ) and 23.74 eV (λ522Å ). Similar mechanism to feed the upper levels of Fe III 115

and 117 was suggested by Wolf & Stahl (1985). Concerning the Fe III 113 and 114, the upper levels of

these multiplets coinside with the lower levels of Fe III 118and 119. Consequently, these levels might be

populated via cascade transitions.

On the other hand, for N II levels with energies between 25.04and 25. 35 eV, dielectronic recombination

seems to be more probable, although at the base of the wind thecorresponding temperatures are more likely

too low to make this mechanism effective.

Concerning the excitation mechanism of the Si II lines, two althernative possibilities exist: fluorescence

– pumping of electrons by Lymanβ and Lymanγ to levels 42D and 52S, respectively – and radiative

recombination, both followed by cascade transitions. If these lines actually form atr ∼100R⋆where the

wind temperature and density are below, respectively, 104 K and 5x106 cm−3, the last possibility seems

more probable.

The Self Absorption Curve (SAC) analysis is a semi-empirical method developed by Friedjung & Mu-

ratorio (1987) to analyze emission line spectra of complex atoms, and ions without assuming detailed

models for the objects emitting these spectra.

The basic idea of this method is thati f level populations inside the same spectroscopic term are propor-

tional to the statistical weight of each level in the term, the points of a graph of logFλ3

g f against log(g fλ)

for lines of the same multiplet will define a curve, calleda self-absorption curve1. The exact shape of the

curve will depend on the nature of the line-forming region, but if the lines are optically thin (i.e., at smaller

values of log (g fλ)), this curve will tend to resemble a horizontal straight line. On the other hand, if the

lines are optically thick, the corresponding SAC will tend to a line with a slope of -1 at large values of log

(g fλ). Another important feature is that curves originating from multiplets with same upper term will be

shifted horizontally while curves from multiplets with same lower term will be shifted vertically. As long

as the shapes of the curves are nearly the same, these shifts can be used to determine the relative values of

the corresponding level populations.

The main requirement of the SAC method to be applied is to havea large number of emission lines

of different multiplets of the same ion originating from nearly thesame region of the stellar envelope. In

P Cygni this requirement is fulfilled for the case of Fe III andN II ions: from 11 multiplets of Fe III and

7 multiplets of N II a total of 72 pure emission/P Cygni- type lines have been selected and subsequently

analyzed by means of the SAC method.

1This is because lines of one multiplet have the same upper andlower terms.



4.3. EMISSION LINE SPECTRUM IN THE OPTICAL 111

Table 4.4: Results from the SAC analysis.

multplet eexc(l)[in eV] eexc(up) [in eV] slope rms lines
Fe III 4 8.2 11.1 -0.40 0.20 4
Fe III 5 8.6 11.1 -0.16 0.20 8
Fe III 68 14.1 16.5 0.00 0.20 3
Fe III 113 18.2 20.6 -0.35 0.20 7
Fe III 114 18.4 20.6 2
Fe III 115 18.7 20.9 2
Fe III 117 18.7 20.9 -0.42 0.30 3
Fe III 118 20.5 23.6 -0.44 0.20 4
Fe III 119 20.5 23.6 2
Fe III 705 22.5 24.6 2
Fe III 756 23.6 25.7 -0.80 0.40 5
N II 3 18.5 20.7 -0.44 0.10 6
N II 5 18.5 21.2 -0.62 0.20 6
N II 19 20.7 23.1 -0.70 0.20 3
N II 20 20.7 23.1 -0.21 0.10 4
N II 28 21.2 23.2 -0.81 0.15 4
N II 36 23.1 25.1 -0.81 0.10 3
N II 46 23.1 25.1 -0.86 0.40 4

To construct the corresponding SACs, several parameters such as, e.g., the statistical wight of the upper

level,g; the oscillator strength,f , and the dereddened emission flux,Fλ of each line in the sample must be

known. A brief description of the procedure we have followedto determine these parameters is given below,

whilst more detailed information can be found in Friedjung et al. (2001) and in Muratorio et al (2002).

In our approach, the dereddened emission flux of a given line was determined from the corresponding

net emission equivalent width using a continuum flux calculatedfrom B = 5.14 andV=4.72, and subse-

quently dereddened windE(B − V) = 0.63. To estimate thenet emission, we took account of blending,

correcting for the presence of superposed photospheric lines, and blue shifted absorption. In particular, to

minimize blending effects, Gaussian fits to the profiles were made. The presence of photospheric absorp-

tion was corrected for using the predictions of model calculations as described by Israelian (1995). While

blue-shifted absorption was present, only the flux in the redhalf of each emission profile was measured,

this flux then being multiplied by 2.

Having the dereddened fluxes thus determined, for each multiplet the corresponding SAC was con-

structed, and its slope was measured by means of a linear least square fit to the data-points. The obtained

results are listed in Table 4.4 where data for two groups of very highly excited Fe III lines, called “multiplet

705” and “multiplet 756”, are also provided.

From the small value of the root mean square (rms) deviations(Column 5 of Table 4.4), it is obvious

that in all but two cases the corresponding points do lie neara curve. Interestingly, the slope of the curves

was found to be large for more excited multiplets, thus indicating their lines are optically thick, even though
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their blue shifted absorption is not detectable. Also, there are some hints of a slope increase for the most

excited multiplets. In addition, the range of log (g fλ)-values hardly changes between the least and the

most excited multiplets of N II, whilst for Fe III these values are considerably smaller for the low-excited

compared to the high-excited multiplets.

While the optical thickness of the more excited Fe III and N IIlines is quite surprising, the established

increase of the SAC slope with increasing excitation is actually counter-intuitive because at same log (g fλ)

more excited lines are expected to be optically thiner. The interpretation of these results is difficult, but

some possibilities still exist. In particular, due to the small values of the rms deviations, a conspiracy of

differential non-LTE effects appears unlikely as an explanation. However, note, that it is hard to rigorously

test for such an effect as both the upper and lower levels of the observed Fe III and N II lines could in

principle show deviations from LTE.

Another explanation, which could be suggested, will not work either, if the increase of curve slope at the

same log (g fλ) for more excited multiplets is confirmed in future work. In particular, one might suppose

that the more excited lines are only emitted from certain parts of a spherically symmetric wind. Then, the

absence of blue-shifted absorption components for these lines might be explained by a large source function,

so the emission in the lines per unit surface area would be larger than that of the photosphere. In that case

extra emission instead of absorption would be present on theblue side of the more excited lines, resulting

in a blue-shift of the mean radial velocity as was in fact observed by Markova & de Groot (1997). Such a

blue-shift could be particularly important if part of the receding material was behind, and so occulted, by

the photosphere, but the symmetry of the lines, noted by Markova & de Groot, would suggest that such

occultation is small. In any case, if the wind has spherical symmetry, the less excited lines could not be

optically thinner because these lines would also be emittedin the region of emission of the more excited

lines, where they should not be optically thinner than thoseexcited lines.

An alternative explanation is to assume that the wind of P Cygni is anisotropic. Optically thick excited

lines with no blue-shifted absorption components would in that case be mainly formed in clouds, which

either have large source function, or do not occult much of the photosphere. The optically thinner lower

excitation lines with blue-shifted absorption could then be mainly formed in regions of the wind, covering

the photosphere, with only small optically thicker contribution to their emission from the clouds. The

physical reason for such a situation is however not immediately clear. Heating due to shock waves might

occur in the clouds, producing extra ionization radiation,followed by more recombinations and cascades

plus pumping to extremely excited levels. Such a situation might also be a way of explaining the presence

of the most excited N II lines. Theoretical work is required to see whether this is a viable option.

From the outlined in this sub-section it follows that non-LTE effects and deviations from homogeneity
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and spherical symmetry both seem to have place in the wind of PCygni.

4.3.2 Forbidden lines

Stahl et al. (1991) were the first to note the presence of Fe II forbidden lines in the P Cygni optical spectrum.

Soon after that the forbidden spectrum of the star was investigated in detail, and a large number of [Fe II],

[Fe III], [N II], [Ti II] and [Ni II] lines were identified and subsequently analyzed (Stahl et al. 1993; Markova

1994; Markova & Zamanov 1995; Markova & de Groot 1997).

As a result, it was found that the [Fe II] lines show flat-topedprofiles indicative of line formation in a

region of constant expansion velocity. From the line width we estimated Vexp=231±3 km s−1 . Surprisingly,

this value turned out to be a factor of two smaller than the wind terminal velocity, as determined from the

blue edge of the UV metal absorption lines (e.g., Underhill 1979; Cassatella et al 1979).

Sincev∞ originating from measurements of the blue edge of UV profilesmight be overestimated (due to

macro-turbulence, or presence of optical depth enhancements), we decided to re-determined this parameter,

employing an althernative approach (Prinja et al. 1990) that makes use of observed parameters of Discrete

Absorption Components, DACs (see Sect. 4.4.2). To this end we used data for DACs from Markova (1986b)

and from Lamers et al (1985) and obtained a value of 236 km s−1 , in perfect agreement with Vexp from [Fe

II] lines. This finding indicates (i) that the earlier estimates ofv∞ , based on the blue adge of UV absorption

lines, are likely overestimated, and (ii) that the [FeII] lines are formed at large distances from the stellar

surface where the wind has already reached its terminal velocity. The latter possibility was suggested by

Stahl et al. (1991) as well.

Another important result of our analysis is the identification of the [NII] red lines in addition to the

yellow one already identified by Stahl et al. (1991). The observed properties of these three lines are quite

similar suggesting they all form in same wind region with an outflow velocity of ∼200 km s−1 . With

this in mind and taking into account the theoretical intensity of [N II] λ6584 is about 3 times that of

[N II] λ6548, we estimated the [NII] (λ6548+λ6584)/[NII] λ5755 ratio, and subsequently used it to put

constrains on the electron density, ne, and temperature,Te, in the region of line formation. In particular, we

derived [NII] (λ6548+λ6584)/[NII] λ5755= 1.50. According to Sobolev (1975), a flux ratio between 1

and 2 corresponds to ne from 5x106 to 5x107 cm−3 and Te from 5 700 to 104 K where the former value of

Teff refers to the high-density limit of Sobolev’s formula.

As a next step we tried to constrain the [NII] forming region in space. In particular, adopting

Ṁ =1.5x10−5M⊙ /yr, R⋆ =76 R⊙ (Lamers 1989) andv∞ = 240 km/s, we estimated an electron density be-

tween 5x106 and 5x107 cm−3 at distances from 30 to 110 stellar radii2. At these distances the linear ve-

2In these calculations the gas is assumed to be fully ionized hydrogen.
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locity law of Waters & Wesselius (1986) gives V=v∞ implying a flat-topped profile with HWZI=240 km/s

for an optically thin line formed there; this is contradicted by the observations. At the same distances the

BC-velocity law withβ=4 gives a velocity of 220 to 230 km/s (for v∞ =240 km/s). The observed width

of the [NII] profiles, however, is below these values. Obviously, a velocity law flatter than one withβ=4,

but yielding the same density structure, would give better results. Such a velocity law was obtained by

Pauldrach & Puls (1990) in the framework of their best model.Its terminal velocity, however, is quite low

(195 km/s) compared with our value of 240 km/s. Concerning the [Fe II] formation region, a combination

of a BC-velocity law with stellar parameters as already adopted would locate this region at r≥110R⊙ where

ne ≤ 5x106 cm−3.

Finally, let me point out that withd=1.8 kpc for P Cygni the [NII] emitting region as determined byus

would have an angular radius smaller than 1.5 arcsec, in perfect agreement with Stahl (1989) who argued

that beyond an angular radius of 1.5 arcsec no evidence for excess [NII]λ6584 emission exists. Interestingly

enough, Johnson et al. (1992) did not find any [NII] emission in their on-star spectrum. Differences in the

slit position angles could possibly cause such a discrepancy. This points to a possible asymmetry in the

emitting [NII] region close to the star.

4.4 Photometric and line-profile variability

4.4.1 Photometric variability

To learn more about the nature and the origin of spectroscopic variability parallel information about the

photometric behaviour of the star is required.

To this end we investigated the light and colour curves of P Cygni over a period of 13.5 years, from

March 1985 to October 1998. The distribution of the used datain time is shown in Figure 4.1 (left). The

solid line (upper panel) connects points which represent the mean values ofV, computed over time windows

naturally defined by major seasonal gaps in the observations. The intention of this line is to guide the eye

and to emphasis the presence of a slow component in the photometric behaviour of the star. The amplitude

of this variation is about 0.1 mag on a time scale of about 7.3 years. Two cycles, both incomplete, seems to

present, during which the star becomes redder inB− V as it brightens and vice versa. Apart from the rapid

and very strong variation between JD 2 448 538 and JD 2 448 567,the behaviour of theU − B colour index

tends to follow that ofB− V.

In addition to this very long-term (VLT) variability in the stellar brightness, the observations further-

more revealed the existence of short-term (ST) variations with amplitudes between 0.1 to 0.2 mag, and a
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Figure 4.1:Left: Light and color curves of P Cygni. The presence of a very long-term (VLT) variability
component is highlighted by a solid line.Right: Color behaviour of the short-term (ST) variations in the
stellar brightness.

characteristic time-scale of 3 to 4 months. The colour behaviour of these variations, shown in the right-hand

panels of Figure 4.1, is redder inB− V and bluer inU − B as the star brightens. Irrespective of the small

amplitudes of the established colour variations, we are inclined to consider them real due to their systematic

character.

4.4.2 Line-profile variability in the optical

Merrill (1913) was the first who reported variations in the visual spectrum of P Cygni. Since then a huge

amount of studies have been implemented to investigate thisissue. Nevertheless, even at the early eighth a

consisten description of the P Cygni spectral variability was still missing (see, e.g., Markova 1986a).

Discrete Absorption Components

One of the most intriguing aspects of wind variability is thepresence of narrow optical depth enhancements,

calledDiscrete Absorption Components(DACs), superimposed at velocities close tov∞ in the UV spectra

of hot stars (see, e.g., Underhill 1975; Morton 1976; Lamerset al. 1982; Howarth & Prinja 1989). The

features seem to be permanent: neither the velocity, nor their strength vary with time. Due to their ubiquity,

DACs are thought to be a fundamental property of hot star winds. Therefore, it should be not a surprise that
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a huge amount of papers devoted to this topic have been published during the last 20 years. Nevertheles,

the nature and the origin of these features still remain a mystery.

So far, P Cygni is the only known LBV with DAC signature in its UV spectrum (Cassatella et al 1979;

Lamers et al 1985). Interestingly, and most important, in earlier studies similar features have been detected

in Balmer lines of this star as well (de Groot 1969; Lood et al.1975). However, the dynamical properties

of DACs in UV seemed to be different from those of DACs in Balmer lines – the former persist at almost

same velocity for a long time, while the latter oscillate within a wide range of velocities, from∼100 to

∼250 km s−1 – that might point out to different origin. Irrespective of this possibility, the presence of

DACs in Balmer lines of P Cygni was a real opportunity to come nearer to a better understanding of this

phenomenon because UV data can be obtained only from space whilst optical observations is easy to collect.

Guided by these prospectives, the long-term behaviour of Balmer lines in P Cygni was investigated with

the primary goal to identify and follow the development of DACs, and to determine their properties as a

function of time. This way valuable information about the nature of these features can be obtained which

might eventually provide us with a clue to solve the puzzlingissue of their origin. Below, main results of

this investigation are summarized, and various possibilities to interprete the DAC phenomenon in P Cygni

are briefly discussed. More detailed description can be found in Markova & Kolka (1984) and in Markova

(1986a,b).

Dynamical properties. From the analysis of radial velocities, two types of DACs were identified:

“high-velocity” components which persist at almost same position (210≤Vr≤210 km s−1 ) for a rel-

atively long time, and “low-velocity” components which migrate from red to blue within the profile

(90≤Vr ≤200 km s−1 ). In these properties, our “high velocity” DACs obviously resemble those observed in

UV, while the ”low-velocity” ones are similar to the features observed by de Groot (1969) and by Lood et

al. (1975) with one exception though: no clear evidence of decelerating components was found. In addition,

the analysis of the corresponding FWHMs and equivalent widths showed that accelerating in velocity space

the ‘low-velocity” components become narrower and weaker.Interestingly, and in contrary to the situation

established in UV, the “high-velocity” components also decrease in strengthvanishingcompletely after

some time. Based on these findings we concluded that “low-velocity” DACs in Balmer lines do not seem

to oscillate, as suggested in earlier studies, but rather accelerate continuously becoming “high-velocity”

components when they reachVr ≥200 km s−1 .

Time scale Our analysis furthermore showed (i) that the appearance of DACs in Balmer lines is a recur-

rent phenomena with a characteristic time of about 200 days,and (ii) that independent of their individual
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Figure 4.2: Composite velocity vs. time curve representingtypical development of DACs in Balmer lines
of P Cygni.

properties (e.g. acceleration, optical depth etc), the components develop in a similar way, i.e. they accel-

erated till the time they reach a given velocity different for various DAC events, but limited between 200

and 230 km s−1 . To test these findings on a larger statistical base, we constructed a composite velocity vs

time curve using own radial velocity data, and incorporating similar data from de Groot (1969) and Kolka

(1983). The total time coverage of these data is about 50 years. The obtained curve, shown in Figure 4.2, is

obviously well-defined supporting our suggestion that the variability pattern of DACs in Balmer lines of P

Cygni is relatively stable, with a cycle length of about 200 days.

Density and excitation Close inspection of all lines in the optical spectrum of the star indicated that clear

line-splitting can be confidently and frequently detected not only in Balmer lines, but also in other lines of

relativelylow excitation such as, e.g., the K-line of Ca II, Mg IIλ4481.14 and He I lines of:

• the triplet series 23P - n3D with λ ≤ 3819 Å;

• the triplet series 23P - n3S withλ ≤ 4713 Å;

• the singlet series 21P - n1D with λ ≤ 4387 Å;

This result suggests that the excitation/ionization inside the region of DAC formation appears to be relatively

low, lower than in the ambient wind.

Concerning the density, applying the Inglis Teller relation to the last visible Balmer line with and without

line-splitting, we found this quantity to be typically one order of magnitude higher than in the ambient

wind. At such densities the excitation/ionization of the plasma must be indeed lower inside than outside

the structure.
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Optical and UV DACs As already noted above, the behaviour of DACs in Balmer linesof the LBV

P Cygni seems to be qualitatively different from that of DACs in UV spectra of hot stars, where these

components tend to reside at same velocity with no variations in their optical depth for a long time. This

result could be interpreted in terms of different origin of the both. However, such a conclusing might be

misleading for the correct way to proceed is to compare features observedsimultaneouslyin one and the

same star, but not in different stars3.

Luckily, it turned out that our optical data overlap, thoughin part, with similar data from UV (Lamers

et al 1985). By means of a direct comparison, good correspondence in velocity and acceleration of Balmer

and UV DACs was established for several observational epochs. (Note that in P Cygni DACs have been

observed not only in Fe II, but also in Fe III lines in the UV. Note also that the dynamical properties of the

Fe II and Fe III components are different. For more information see Lamers et al 1985 and Markova1986b.)

This finding has at least two major consequences: first, it suggests that DACs in optical and UV lines are

signatures of same physical phenomenon, and second, that the ”low-velocity” components in Balmer lines

are more likely progenitors of the high-velocity stable components in the UV Fe II lines. Within a wind

model with a velocity field as described by Eq. 1.9, this wouldmean that the DAC phenomenon is not

related to only the outer layers of the wind, as previously thought, but appears to affect the inner parts of

the wind as well.

Possible origin About 20 years ago, when the origin of DACs in UV was still an open issue, it was be-

lieved that these features originate and develope in the outer wind only. However, this picture is questioned

by our results which in contrary suggest DACs more likely form in the inner parts of the wind and accelerate

outwards. In addition, we also found suggestive evidence that inside the structures producing DACs the gas

density is higher, and the excitation/ionization is lower than outside. Based on our observational findings,

a scenario consisting of a sequence of outward moving, extended, dense shells was suggested to interprete

the appearance and evolution of DACs in P Cygni (Markova 1986b). This scenario was supported by other

investigations as well (e.g., Lamers et al 1985; Van Gent & Lamers 1986; Israelian et al. 1996).

Although many of the DAC properties can be easily explained in terms of the shell scenario, there

is at least one feature that could not conform with the idea ofoutward moving dense shells: within a

given DAC episode an increase in emission strength of the lines showing DACs should appear (due to the

shell expansion), but has not been observed. To avoid this difficulty an althernative hypothesis could be

suggested where DACs originate from material confined in discrete geometric units (”blobs”, ”puffs” or

”spirals”) situated just in front of the stellar disk. And although the presence of such structures is strongly

3And even then one could not be absolutely sure since these twotype of DACs may form in different parts of the wind, and might
therefore provide different insides into the same phenomenon.
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supported by radio (Skinner et al. 1997), spectral (Barlow et al. 1994), interferometric (Vakili et al. 1997)

and polarimetric (Taylor et al. 1991) observations, it is invincible difficult to reconcile the idea of randomly-

distributed regions of excess density with the recurrent appearance of DACs.

Recently, a model consisting of co-rotating spirals rootedin the photosphere, the so-called Co-rotating

Interacting Region (CIR) model, has been developed (Cranmer & Owocki 1996, see also Mullan 1984,

1986) and successfully applied to interprete DACs in UV spectra of O-type stars (Kaper et al. 1997; Kaper

et al. 1999). A simple qualitative consideration however shows that the CIR scenario does not seem to be

suitable for P Cygni. In particular,

i) if DACs in P Cygni were due to spiral-shaped structures that co-rotate (or nearly co-rotate) with

the star, their character should be strictly periodic (evenover a limited time interval) with a length

of the cycle (determined by the rotational period of the starand the number of co-rotating spirals)

comparable to, or an integer fraction of, the rotational period.

However, our analysis shows that the DAC-induced variability is not periodic, but recurs on a time-

scale that varies from about 150 to about 250 days with a mean value of 200 days. Also, it is a factor

of 2 to 3 longer than the maximum rotational period of 96 days,as determined from the rotation

velocity (=40 km s−1 , Israelian 1995) and the radius (=76 R⊙, Pauldrach & Puls 1990) of P Cygni.

All this indicates that rotation does not seem to play a fundamental role in determining the recurrence

of DACs in P Cygni.

ii) if DACs in P Cygni were due to spiral-shaped structures rooted in the photosphere, it should be in

principle possible to follow their development starting from the wind base up to the wind terminal

velocity. However, no indication of any DACs with velocities lower than 90 km s−1 has been provided

by the observations (Markova 1986b; Markova 2000; Israelian et al. 1996).

On the other hand, the life-time of a given component is very long, about a factor of 100 longer then

the radial flow times of the wind4. This result implyes that the structures producing DACs might not

represent single mass-conserving features, but might ruther arise from slowly evolving perturbations

through which wind material flows. Since the phenomenon is stable over more than 50 years, these

perturbations are more likely maintained by photospheric processes. The letter possibility seems to be

supported by the fact that on several occasions the appearance of a new DAC was accompanied by an

increase in the stellar brightness (Israelian et al. 1996).Thus, it seems rather likely that the physical

source of the perturbation producing DACs is coupled with the stellar photosphere. However, so far

no clear indication has been found that these perturbation also develop in the inner part of the wind.

4The characteristic radial flow time of P Cygni’s wind is about2.8 days
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Other forms of LPV

Most lines in P Cygni’s optical spectrum do not show clear line-splitting, but exhibit significant variations in

their profiles on a variety of time-scales, and variability patterns. To obtain a detailed picture, we examined

the temporal behavior of a large sample of lines of various ions and species (e.g. He I, O II, Si III, Si IV, N II

etc), with the primary goal to classify different forms of LPV, to specify their properties, and to search for

possible relationships between them. Brief description ofthe outcomes of this analysis is given below while

more detailed information can be found elsewhere (e.g., Markova & Kolka 1985, 1988; Markova 1993a,b;

Markova 2000; Markova 2001).

To detect and localized variations across the line profiles,a modified version of the Temporal Variance

Spectrum (TVS) (Fullerton, Gies & Bolton 1996), firstly usedby Prinja et al. (1996), was employed. As

a result, in addition to the DAC-induced variability four different forms of LPV were identified: short-

term (ST) variability in the troughs and lobes of lines of intermediate and high excitation; long-term (LT)

variability in Balmer and He I lines of relatively high optical depth; very long-term (VLT) variability in the

Hα EWs, and a red emission-wing variability.

Short-term variability To identify the physical ingredients of the established variability, the absorption

troughs and emission lobes of the lines were measured (usinga fitting procedure with Gaussians) for the

size and position of the absorption core and/or emission peak, and for equivalent width. The obtained data,

partly illustrated in Fig. 4.3, give clear evidence of radial velocity and line-strength variations in emission

and absorption.

In particular, it was found that independent of their excitation and optical depth all lines behave in a

similar way showing smooth fluctuations (i) in velocity of absorption cores and emission peaks; (ii) in

maximum absorption and/or emission fluxes,Fmax (em/abs), and in absorption and/or emission EWs. The

fluctuations appear around a mean level specific for each transition. Their amplitudes are usually small, but

genuine since they exceed the accuracy of the individual determinations. The variations in emission and

absorption fluxes do not correlate justifying they are not anartifact of inconsistent continuum placement.

(Otherwise, a distinct anticorrelation must be observed.)Clear signature of ST variability are also seen in

the total EWs of the lines (see the right-hand panel of Figure4.5). Interestingly, and most importantly, even

the high excitation lines, such as, e.g. Si IV lines whose effective level of formation is close to the wind

base, vary in symphony with the strongest Balmer and He I transitions.

These results indicate that the ST variability can not be solely due to a redistribution of a fixed amount

of line absorbers, but instead requires real alterations ofthe number of absorbers, either through changes

in the ionization/excitation, or in the number density. And although changes in the excitation temperature
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Figure 4.3: Variability patterns in velocity of the absorption cores (left panel) and in the maximum emission
flux (right panel) of lines of various ions. All velocities are negative and taken respect to the Sun.

of the wind were in fact established – By means of a curve-of-growth analysis of 35 NII lines we found

evidence of a 15% decrease inTexc in parallel to the increase in velocity and strength of the lines during the

ST variation, – we consider the latter interpretation more probable because lines of quite different excitation

have been simultaneous affected. Thus, we suggest that the ST modulations in P Cygni’s optical spectrum

more likely originate from time-dependent enhanced-density structures that operate in the inner layers of

the wind, from about 14R⋆ (where the Hα line forms) down to its base.

A puzzling aspect of our results is that though qualitatively similar, the behaviour patterns of the ST

modulations in velocity and in line strength are characterized by different time scales (∼100 days in velocity

and∼ 50±10 days in light strength). A comparison with results from Kolka (1989, 1991) showed that

similar variations, but on a shorther time-scales (∼50 days in velocity and∼30 days in line strength) have

been detected in other observational epochs as well. These findings suggest (i) that the wind structure

producing the ST modulation is likely caused by a photospheric process which is capable of reproducing

itself on a different time-scale, and (ii) that irrespective of the difference in the corresponding time-scales,

the modulations in velocity and line strength appear to be physically linked. Since these time-scales are

similar, or/and smaller than the maximum rotational period of the star, stellar rotation might be an issue.

Long-term variability Stahl et al. (1994) have published radial-velocity and emission peak-intensity

measurements of the strongest Balmer and He I lines in P Cygni’s optical spectrum. Based on these data,
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the authors found evidence of a slow variation both in the velocity of the absorption cores, and in the

intensity of the emission peaks of the lines (I shall call this variation long-term (LT) variation to distinguish

it from the ST variation described above). Analyzing the Stahl et al. data we furthermore found that:

i) the LT variation in velocity is anti-correlated with the LT variation in emission-peak intensity: when

the size of the emission peak increases, the absorption coremoves to longer wavelength;

ii) the amplitude of the LT variation, both in velocity and inline intensity, decreases with decreasing

line optical depth.

The latter result is illustrated in the right-hand panel of Fig. 4.3, where the limiting case of a line with and

without LT variability is represented, respectively, by Hα and N IIλ4630. Note that while all lines exhibit

ST modulations in the size of their emission peaks, only the stronger Balmer and He I lines do show LT

variability component. Note also that in the Hα EW curve, the LT variability can be easily recognized as a

sharp dip situated between JD 2 448 000 and JD 2 448 600 (see theright-hand panel of Figure 4.5). We are

confident that this feature is real since it was independently recorded by different authors (Markova et al.

2001a; Taylor et al. 1991).

Thus, it seems likely that the LT spectral variability is located only in the relatively outer part of the

wind (V ≤0.82v∞ ) with no obvious connection to the the inner parts.

The red-emission-wing variability affects the high-velocity part of the P Cygni-type profiles,+90 ≤

V ≤ +230/250 km s−1 . This variability seems to be caused by low-intensity bumpswhose position varies

with time. The properties of this phenomenon are still largely unknown. A similar phenomenon may have

been observed by Kuss & Duemmler (1995) who suggested that the bumps are due to light echos from

outward-moving dense shells that produce different DAC sequences.

Very long-term variability Finally, let me note that the analysis of the Hα EWs provided convincing

evidence of a very slow (time-scale of about 7 years or more) variability component with an amplitude of

∼20 Å . In Sect. 4.5 I will described and discussed this phenomenon in detail.

4.4.3 Comparison between photometric and spectroscopic variabilities

Self-consistent non-LTE calculations (Pauldrach & Puls 1990) have shown that the wind of P Cygni is

highly unstable with respect to extremely small changes in the fundamentall stellar parameters. Therefore,

some relation between variations in the wind and in the photosphere might be expected to present in the

star.



4.4. PHOTOMETRIC AND LINE-PROFILE VARIABILITY 123

Guided by these prospects, several investigators tried to find observational evidence in support of such

photospheric connection, but, in general, the results are contradictory. In particular, a possible relation be-

tween brightness variations and changes in line profiles, due to the recurrent appearance of DACs, was sug-

gested by Israelian et al. (1996). Suggestive evidence for V-band variations being correlated with changes

in the emission-flux of Hαwere also reported by de Groot (1990) and by Percy et al. (1996).

On the other hand, Scuderi et al. (1994) noted that although the behaviour of the stellar parameters, as

deduced from UBV photometry, do correlate with variations in the structure of the wind, the global mass-

loss rate does not seem to react in symphony. Also, Stahl et al. (1994) argued that no clear evidence of a

correlation between photometric variability and LPV couldbe found over the period covered by their obser-

vations. To investigate this issue further, we performed a detailed comparison of the available photometric

and spectroscopic data of P Cygni.

ST variability Our analysis provided clear evidence of a close relationship between changes inV, B− V

andU − B, on the one hand, and the ST variability as traced by the Hα EWs, on the other: when the EW

decreases, the star becomes brighter inV, redder inB−V and bluer inU −B. This finding is fundamentally

important since it strongly supports our hypothesis about the photospheric origin of the wind structure

generating the ST variability. (For more detailed information the interested reader is referred to Markova et

al. 2001a.)

If the ST wind modulations were indeed triggered by photospheric processes what could these be?Since

on the HR-diagram, P Cygni falls within the predicted instability strip for strange-mode oscillations (Kiri-

akidis 1993), non-radial pulsations of strange-mode oscillations might be the cause for the ST variability of

the star. On the other hand, Lamers et al (1998) argued that the microvariability of LBVs could be explained

by means of NRPs of gravity-modes of lowl. Thus, and at least at present, NRPs of either strange-mode or

g-mode oscillations seem to be the most plausible candidates to explain the appearance of the ST variability

of P Cygni.

Another important issue to be address is:Are the ST modulations and DACs linked to each other?

There are at least two pieces of indirect evidence that suggest the modulations and the DACs are probably

not linked to each other. First, the time-scales of the two phenomena are too different to suggest they might

be physically coupled, and second, there are lines (e.g. theresonance lines of Na I and Ca II) that show

DACs, but do not show modulations in velocity or strength of their troughs.

On the other hand, on two occasions in 1981 the appearance of anew DAC event was preceded by

increase in velocity of high-excitation lines during the STvariations, suggesting possible relation between

the two. However, in this case, some additional factor is needed to explain why structures of sufficient
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strength to produce observable DACs do not occur during every cycle of the ST modulations.

LT variability Concerning the LT variability established in the lower members of the Balmer series (Hγ to

Hα ) and in the strongest He I transitions, no evidence of a counterpart in the photometric behaviour of the

star was found. No clear evidence for a direct coupling between this variability and the VLT photometric

variability was found either. The time-scales of the two phenomena differ too much to suggest they may be

physically linked.

On the other hand, the maximum of the LT variation in Hα was found to occur very close to the maxi-

mum in the VLT photometric curve, and also, practically coincides with the strong and rapid increase of the

brightness in the U-band. It is not clear at present whether these events are causally or physically linked.

The correspondence between the VLT variability in the spectral and photometric behaviour of P Cygni

will be discussed in the next section.

4.5 P Cygni in a short SD phase

Recently, Van Gendered (2001) has published an extensive review of the 20th century scientific achieve-

ments on LBVs where 46 confirmed and candidate members of the class are listed. In addition, the author

updated the criteria for membership in the LBV class from those given by Humphreys & Davidson (1994)

introducing new terms, such as “S Dor (SD)-eruption” and “S Dor (SD)-phase”. The latter is described as

a brightness variation of up to 2.5 mag on a time scale of yearsto decades and even to centuries during

which the star becomes redder when it brightens and vice versa.

P Cygni is a notorious S Dor-type star. It has a high luminosity (log L/L⊙ = 5.86; Pauldrach & Puls

1990), a high mass-loss rate (∼ 2 × 10−5M⊙ yr−1; Scuderi et al. 1994, 1998; Markova et al. 2001a), an

extended atmosphere and four visible ejecta containing processed material (Barlow et al. 1994; Meaburn

et al. 1996; Skinner et al. 1997; Johnson et al. 1992). In addition, the star has undergone at least one

SD-eruption (in 17th century). However, and surprisingly,no evidence of any SD-phases were reported to

date.

4.5.1 Photometric evidences

The properties of the VLT photometric variation in P Cygni established by us appear to be quite similar

to those of weak-active S Dor variables ina short SD-phaseas described by van Genderen (2001). To

investigate this issue further, we determined the basic parametersTeff andR⋆ of the star following a simple

3 step procedure. First, the observedB−V colours were corrected for interstellar extinction withE(B−V) =
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Figure 4.4: Relative variations inTeff andR⋆ as derived from the corresponding B-V data. The presence of
a very long-term (about 7.3 year) variation in the star behaviour is highlighted by a solid line.

0.63 to derive the corresponding intrinsic colours (B−V)0. Then, using the empirical relation between (B−

V)0 andTeff for normal SGs (Schmidt-Kaler 1982), the temperature of thestar was determined at any time

for which photometric data are available. Finally, from theTeff and the correspondingV magnitudes, the

stellar radius was derived using again the empirical relations of Schmidt-Kaler (1982). Since theabsolute

values ofTeff andR⋆ thus obtained were expected to be rather uncertain (due to the uncertainty in the used

calibrations), therelative variations in these quantities,∆Teff /Teff and∆R⋆ /R⋆ , can be only considered

reliable. The accuracy of these estimates is 2% inTeff and 4% inR⋆ .

The temporal behaviour of∆Teff /Teff and∆R⋆ /R⋆ is illustrated in Figure 4.4 where in addition to

our data (dots), similar data from Scuderi et al. (1994) (circles) are also used to increase the statistics.

Solid lines connect points that represent mean values of variations inTeff andR⋆ , calculated over time

windows naturally defined by seasonal gaps in the observations. Obviously, when the star brightens its

temperature decreases (by∼ 10 %) while the radius increases (by∼7 %). In this behaviour P Cygni closely

resembles other SD variabale in a short SD-phase. Thus, we conclude that during the period covered by

our observationsP Cygni has experienced a short SD phasewith a possible maximum in the fall of 1985, a

minimum in the winter of 1988, a maximum in the summer of 1992,and a minimum in the winter of 1995.
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Figure 4.5: Comparison betweenV-band variations and changes in the Hα equivalent width. Left: The
presence of a VLT variability component is highlighted by a solid and dashed lines.Right: V-band data are
represented by circles; Hα EWs - by dots. For more information see text.

4.5.2 Spectroscopic evidences

To learn more about the nature of the VLT variability in P Cygni, the behaviour of theHα EW has been

compared to that of the stellar brightness. The obtained results are shown in Figure 4.5 (left). In the top

panel, the solid line traces out the VLT component in theV-band variability. In the three panels below,

the same curve (scaled in an appropriate way to fit the relevant data) is represented by a dashed line. The

purpose of these curves is to guide the eye and to make the comparison easier. From the two panels in

the middle of the figure, it is apparent that, although some correspondence between theV-band variability

through the short SD-phase and the VLT spectral variabilitydoes exist, the two phenomena do not seem to

be strictly correlated.

However, given that the Hα EWs are directly influenced by changes in theV-band trough the continuum

normalization, this result might not be absolutely correct. To remove this effect, we procceded as follows.

For observations close enough in time to be considered simultaneous, we scaled the EWs to a constant

continuum level chosen to correspond toV0 = 4.8 mag. Thus, the measured EWs were multiplied/divided

by a factorK, wherelogK = 0.4∆V and∆V = V(t) − V0 correspondingly when P Cygni is brighter/fainter.

Strictly speaking, differences in the continuum flux atλ=6563 Å should be used, but in our case∆V is
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a good approximation since the colour indices of P Cygni do not vary greatly. The corrected EWs from

all observers,Wcorr, are shown in the bottom panel of Figure 4.5. Unfortunately,the lack of complete

simultaneity between the spectroscopic and photometric observations has led to a noticeable reduction in

the number of available EW estimates. Nevertheless, one cansee that the pattern of the VLT variability

of Hα does not change significantly when the effect of the changing continuum is taken into account. In

addition, it appears (if it is not an artefact of bad data sampling) that the corrected EW data follow more

closely the pattern of the S Dor-variability. In summary, weconclude that the VLT variability established

in Hα is intrinsic to the wind (not the photosphere), and that thisvariability is more likely linked to the

7.3-year SD-phase.

4.5.3 Hα variability due to changes inṀ

Since the Hα emission is directly related to wind density, the variations in this quantity can be due to changes

in the mass-loss rate. A rough estimate of therelative variation in Ṁ that could result in the variations

observed in Hα during the SD phase can be derived employing the scaling relation found by Puls et al.

(1996, Eq. 43). This relation connects mass-loss rate, terminal wind velocity, stellar parameters andHα

equivalent width, and in the optically thick limit can be approximated as:

Ṁ(thick) ∼ v3/4
∞ R3/2

⋆

[

W
′′

λ

]3/4
(4.1)

whereW
′′

λ
= Wobs

λ
+Wred

λ,phot. In fact this approximation was derived under the assumption of aβ-velocity

law with β = 1, but it is appropriate for P Cygni as well since the authors argued that at largeṙM the value

of β is not of importance. (Note that for P Cygniβ=4 Pauldrach & Puls 1990.)

From the observations we derivedWcorr(max)=95 Å andWcorr(min)=75 Å. With these estimates, and

neglecting the contribution of the photospheric absorption5, we then derived (under the additional assump-

tion of constant stellar radius and wind terminal velocity):

Ṁ(max)

Ṁ(min)
= 1.19. (4.2)

And although this value might be a bit overestimated (v∞ is expected to vary in opposite tȯM Markova

et al. 2001a), we conclude the variability of Hα EW during the SD phase can be associated with a 19%

increase inṀ .

5In P Cygni the contribution of the photospheric absorption to the total equivalent width ofHα is less than 2%
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4.5.4 Possible interpretation

Neither the mechanism causing the SD-phases, nor the regionwhere this mechanism originates is known.

Presently, two hypothesis exist. In the first one, the SD phase is assumed to be due to a drastic increase in

Ṁ leading to the formation of a pseudo-photosphere (the so-called atmospheric hypothesis). In the second

one, an alternative sub-photospheric origin is suggested due, at least partly, to variations in the underlying

stellar radius.

To check the first hypothesis, we followed de Koter et al (1996) and calculated the optical depth of the P

Cygni wind,τν (at 5555 Å). The obtained value of 2.30 implies that the wind of this star is sufficiently opti-

cally thick to create a permanent pseudo-photosphere, and that relatively small variations iṅM could cause

0.1 to 0.2 mag variations in the stellar brightness. This possibility received additional support by further

computations which showed that a 19% increase inṀ can in fact lead to a∼7% increase in the apparent

stellar radius, in perfect agreement with estimates reported in previous sections. (For more information see

Markova et al. 2001b.) These findings suggest that in P Cygni the SD phase could be interpreted as an

atmospheric phenomenon.

However, note that in a case of a star like P Cygni, the interpretation of the SD variability as a pure

atmospheric phenomenon is never straightforwards. Indeed, if the wind is optically thick and if ”small”

photometric variations do exist, an alternative scenario where an increase/decrease inR⋆ /Teff (due to some

unknown reason) at constant luminosity result in an increase/decrease inṀ /v∞ , which in turn lead (because

of the high wind opacity) to an increase/decrease in the apparent stellar radius/temperature is alweys possi-

ble. With this in mind, we conclude that the 7.3-year SD oscillation in P Cygni is more likely a mixture of

an expanding radius/decreasing temperature and an expanding pseudo-photosphere.

4.6 Summary

The main outcomes of our long-term optical survey of P Cygni can be summarized as follows:

•Emission line spectrum Our observations suggest that the emission line spectrum ofP Cygni was

much reacher and intensive in the early 90 than 60 years before. If not due to observational selection this

finding might indicate the presence of a very long-term variation in the wind+photosphere properties of the

star.

To address this issue, the parameters of a large sample of emission lines, permitted and forbidden,

have been derived and used to localize the region of line formation, and to put constrains on the physical

parameters of the gas inside these regions. In particular, we found that the optical [N II] lines are formed in
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a wind region situated between 30 and 110 stellar radii whichis likely asymmetric. In this region 5x106 ≤

ne ≤5x107 cm−3 and 5 700≤ Te ≤104 K. Concerning the [Fe II] lines, these lines more likely format

distances r≥110R⊙ where the density drops below 5x106 cm−3.

From the analysis of the permitted emission lines, on the other hand, a quite surprising behaviour

was revealed: more excited lines without blue-shifted components appear to be opticallythicker than less

excited lines with P Cygni-type profiles. This finding cannotbe interpreted in terms of the standard wind

models, but might indicate deviations from spherical symmetry and homogeneity in P Cygni’s wind.

•Wind variability in the form of Discrete Absorption Compone nts (DACs) About 20 years ago,

when the nature and the origin of DACs in the UV spectra of hot stars was an open issue, it was believed

that these features originate and develop in the outer wind only. However, by means of a direct comparison

of DACs observed in the UV and optical spectrum of P Cygni we unambiguously showed that this

hypothesis is not correct, and that DACs in UV form in the inner parts of the wind and subsequently

accelerate outwards. Based on a detailed analysis of the behaviour of these feature, we showed that

their properties are to a large extent consistent with a scenario where DACs originate from large-scale,

time-dependent, enhanced-density (low-excitation) perturbations, which develop in the intermediate and

outer parts of the wind,V ≥ 0.41Vinf , but appear to be maintained by photospheric processes. Thegeometry

of the perturbations cannot be constrained with confidence.They could be either spherically symmetric

like shells, or curved, like kinks. The recurrence time-scale of the phenomenon does not appear to be

directly related to the stellar rotation.

During the next 10 to 15 years, our hypothesis about the nature and the origin of DACs in hot star winds

have received additional theoretical (the CIR model, Cranmer & Owocki 1996) and observational support

(see, e.g., Kaper et al. 1996, 1997; Kaper et al. 1999 leadingto the idea for“a photospheric connection”.

•Short-term (ST) photospheric variability By means of a detailed analysis of the photometric be-

haviour of the star over a period of 13.5 years, we found convincing evidence of permanent microvariability

which we called ST variability. The properties of this phenomenon are similar to those of the so-called

“100d-type microvariation” recognized in other LBVs (van Genderen 1997a,b), thus suggesting they both

are due to same physical mechanism. NRPs of either strange-mode or gravity-mode oscillations might be

equally responsible for this phenomenon.

• ST wind variability The detailed analysis of LPV in optical lines of P Cygni has provided first

observational evidence for a direct coupling between wind and photospheric variability in hot stars. In
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particular, we showed that the ST photometric variability has its counterpart in the behaviour of Hα and

other optical lines, including those formed close to/at the base of the supersonic wind. Both the position and

the strength of the lines are continuously changing where the time scale of the former tends to be a factor

of two longer. The signature of the ST spectral variability can be easily recognized in other observational

epochs, though on a different time scale. The properties of this variability, at least during our observational

campaigns, suggest an interpretation in terms of extended,rotationally modulated, enhanced density wind

structure generated by photospheric processes (e,g, NRPs), and developing in the inner (below∼14R⋆ )

part of the wind only. In this scenario, ST variations in velocity and line strength should originate from

different region of the structure.

•Short S Dor phaseOur analysis of the long-term photometric behaviour of P Cygni provided first

observational evidence that the star has experienced a short SD phase. In particular, we established the

presence of a cyclic 7.3-year oscillation in the stellar brightness, during which the stellar radius increases

(by about 7 %), the temperature decreases (by about 10 %) as the star brightens. In addition, we also found

that this very slow photometric variation ispositivelycorrelated with similar variations in the Hα emission

strength. Interpreted in terms of variable mass-loss, the latter finding would require a 19 % variation iṅM .

In this behaviour P Cygni is similar to S Dor and R71, which experience a sequence of such variations,

called SD-phases.

Concerning the origin of this variability, based on our results we suggest that in P Cygni the 7.3-year SD

oscillation is more likely due to a mixture of an expanding radius/decreasing temperature and an expanding

pseudo-photosphere.



Chapter 5

Clumping in O-star winds

In Chapter 1, Section 1.6.1 I have pointed out that notwithstanding its considerable successes (e.g., Vink

et al. 2000; Kudritzki 2002; Puls et al. 2003), thestandardradiation driven wind theory is certainly over-

simplified. Stellar rotation (e.g., Owocki et al. 1996; Pulset al. 1999 and references therein), and the

intrinsic instability of the line-driving mechanism (see below), produce non-spherical and inhomogeneous

structure, observationally evident from, e.g., X-ray emission and line-profile variability (for summaries, see

Kudritzki & Puls 2000 and Oskinova et al. 2004 regarding the present status of X-ray line emission).

Theoretical efforts to understand the nature and origin of these observational findings have generally

focused on the line-driving mechanism itself; the first linear-stability analyses showed the line force to be

inherently unstable (Owocki & Rybicki 1984 and references therein). Subsequent numerical simulations of

the non-linear evolution of the line-driven flow instability (for a review, see Owocki 1994) have shown that

the outer wind (typically, from 1.3R⋆ on) develops extensive structure, consisting of strong reverse shocks

separating slower dense shells from high-speed rarefied regions. Only a very small fraction of material is

accelerated to high speed, and then shocked; for most of the flow, the major effect is a compression into

narrow, dense “clumps”, separated by large regions of much lower density.

The amount of clumping is conveniently quantified by the so-called clumping factor (Runacres &

Owocki 2002, 2005)

fcl =
< ρ2 >

< ρ >2
≥ 1, (5.1)

which is a measure of the over-density inside the clumps compared to a smooth flow of identical average

mass-loss rate. (Angle brackets denote (temporal) averagequantities.) For the particular case of self-excited

instabilities (e.g., without any photospheric disturbances such as pulsations or sound-waves), this clumping

factor was predicted to be radially stratified: beginning with an unclumped wind in the lowermost part

131
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Figure 5.1: Left: WLR for Galactic O-type stars as derived inSection 2.1, but with regressions in depen-
dence of profile type (fully drawn and dotted). Class 1 corresponds to objects with Hα in emission, class 3
to objects with Hα in absorption and class 5 to objects with an almost purely photospheric profile. Right:
As on the left, but withṀ of class 1 objects (Hα in emission) decreased by a factor of 0.48.

( fcl = 1), the clumping becomes significant (fcl ≃ 4) at wind speeds of a few hundreds of km s−1 , reaches

a maximum (fcl ≃ 15. . .20), and thereafter decays, settling at a factor of roughly four again. In addition,

it was furthermore found that mass-loss rate diagnostics that are linearly dependent on the density (e.g.,

resonance lines in the UV) are insensitive to clumping, whilst those sensitive toρ2 (e.g., recombination

lines and free-free continua) will tend to overestimateṀ of a clumped wind by a factorfcl
0.5. For further

details, see, e.g., Abbott et al. (1981) and Lamers & Waters (1984b).

Clumping in OB-star winds Although the potential effects of clumping were first discussed some time

ago (e.g., Abbott et al. 1981; Lamers & Waters 1984b; Puls et al. 1993b), and have been accounted for in the

diagnostics of Wolf-Rayet stars since pioneering work by Hillier (1991) and Schmutz (1995), this problem

has been reconsidered by the “OB-star community” only recently, mostly because of improvements in the

diagnostic tools, and particularly the inclusion of line-blocking /blanketing in NLTE atmospheric models.

Indeed, while earlier studies (e.g., Vink et al. 2000; Kudritzki 2002) found a rather good agreement

between theoretically predicted and observed (unblanketed) wind momenta of O-stars, more recent inves-

tigations (e.g., Markova et al. 2004; Repolust et al. 2004) have shown that SGs lie above the theoretical

WLR, whilst Gs and DWs fit perfectly. And although this discrepancy might in principle be explained by a

different number of effective lines driving the wind,1 an interpretation in terms of wind clumping seems to

be also possible. In particular, Puls et al. (2003) have suggested that there might be no separation at all, but

that for objects with Hα in emission (i.e., SGs) one observes the effects of clumping which mimics a higher

mass-loss rate than actually present.

To investigate this possibility in more detail, in Figure 5.1 (left panel) the WLR of our “unified” sample

1(The coefficient Do depends on this quantity viaDo ∝ N1/α′

0 (c.f. Kudritzki & Puls 2000, their Eq. 18).
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of O-stars (from Section 2.1) was plotted as a function of profile type. Consequently, and apart from two

outliers, a clear separation between objects with Hα in emission (marked as class 1) and those with Hα in

absorption (marked as class 3) has been established with theformer having systematically larger wind

momenta than the last. Following the idea of Puls et al. (2003), we shifted the WLR of class 1 stars onto

the WLR for class 3 stars and found that by reducingṀ by a factor of 0.48 (corresponding to an effective

clumping factor of 4.3,< ρ2 > / < ρ >2= 0.48−2) the differences in the corresponding WLRs vanish almost

completely, and a unique relation, similar to that predicted by theory can be obtained (see right panel of

Fig. 5.1)

The possibility to use the WLR as an indicator of wind clumping in O-star winds is very exciting, but

needs to be proven independently, e.g., by comparing Hα , and radio mass-loss rates. In case both the

suggested radial stratification of the clumping factor (Owocki et al. 2000), and the assumption made by

Puls et al. were correct, one might expect larger Hαmass-loss rates for stars with stronger winds (Hα in

emission), whereas the opposite, i.e., similar or even higher radio mass-loss rates, might be expected for

stars with weaker winds (Hα in absorption).

With these perspectives a combined Hα , infrared (IR) and radio survey of a large sample of Galactic

O-stars was initiated and realized be me in collaboration with colleagues from the University Observatory

Munich, Germany; the Catania Astrophysical Obs. and the Bologna Radio Institute, Italy; The Sternberg

Astronomical Institute, Russia and the University CollegeLondon, UK. The main objective of the project

was to determine the clumping properties of the stars, to constrain the radial stratification of the clumping

factor, and to test how far the empirical results meet the predictions given by Runacres & Owocki (2002,

2005). In the following, I will describe and comment on the main outcomes of this analysis; more detailed

information can be found elsewhere (Markova & Markov 2005; Puls et al. 2006, 2008a; Puls, Markova and

Scuderi 2008b)

5.1 A combined Hα , IR and radio analysis

In the very beginning, let me note that investigations such as the one I’m going to describe here are not

new. Indeed, a number of similar studies have been presentedduring the recent years, e.g., Leitherer et al.

(1982); Abbott et al. (1984); Lamers & Leitherer (1993); Runacres & Blomme (1996); Blomme & Runacres

(1997); Scuderi et al. (1998); Blomme et al. (2002, 2003). However, in comparison to these earlier works,

our survey has at least three main adventages. First, the adopted stellar parameters are more reliable, since

they have been derived by means of state-of-the-art, line-blanketed models. Secondly, we did not derive

(different) mass-loss rates from the different wavelength domains based on a homogeneous wind model,
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Table 5.1: Sample stars and stellar/reddening parameters as used in this study. Note that due to minor
revisions with respect to reddening, the stellar radii and Hα mass-loss rates for most objects are (slightly)
different from the original values (from “ref1” and “ref2”).v∞ is in km s−1 ; Ṁ - in 10−6 M⊙/yr; and
distances are in kpc. “pt” denotes the Hα profile type (emission/absorption/intermediate). “ref1” refers to
the “preferred” model chosen in Markova et al. (2004) (see text).
Star Teff loggeff R⋆ YHe v∞ pt Ṁ β MV E(B-V) RV dist ref1 ref2
Cyg OB2#7 45800 3.93 15.0 0.21 3080 e 10.61 0.77 -5.98 1.77 3.00 1.71 2 5
HD190429A 39200 3.65 22.7 0.14 2400 e 16.19 0.95 -6.63 0.47 3.10 2.29 1 1-0
HD15570 38000 3.50 24.0 0.18 2600 e 17.32 1.05 -6.69 1.00 3.102.19 4 6
HD66811 39000 3.60 29.7 0.20 2250 e 16.67 0.90 -7.23 0.04 3.100.73 3 1-4

18.6 8.26 -6.23 0.04 3.10 0.46 3 1-0
HD14947 37500 3.45 26.6 0.20 2350 e 16.97 0.95 -6.90 0.71 3.103.52 3 1-2
Cyg OB2#11 36500 3.62 23.6 0.10 2300 e 8.12 1.03 -6.67 1.76 3.15 1.71 2 5
Cyg OB2#8C 41800 3.73 15.6 0.13 2650 a 4.28 0.85 -5.94 1.62 3.00 1.71 2 5
Cyg OB2#8A 38200 3.56 27.0 0.14 2650 i 11.26 0.74 -6.99 1.63 3.00 1.71 2 5
HD210839 36000 3.55 23.3 0.10 2250 e 7.95 1.00 -6.61 0.49 3.101.08 3 1-2
HD192639 35000 3.45 18.5 0.20 2150 e 6.22 0.90 -6.07 0.61 3.101.82 3 1-0
HD34656 34700 3.50 25.5 0.12 2150 a 2.61 1.09 -6.79 0.31 3.40 3.20 1 1-6
HD24912 35000 3.50 24.2 0.15 2450 a 2.45 0.80 -6.70 0.33 3.10 0.85 3 1-2
HD203064 34500 3.50 12.4 0.10 2550 a 0.98 0.80 -5.23 0.23 3.100.79 3 6
HD36861 33600 3.56 14.4 0.10 2400 a 0.74 0.80 -5.52 0.08 5.00 0.50 1 1-1
HD207198 36000 3.50 11.6 0.15 2150 a 1.05 0.80 -5.15 0.58 2.560.83 3 1-1
HD37043 31400 3.50 17.9 0.12 2300 a 1.03 0.85 -5.92 0.04 5.00 0.50 1 1-1
HD30614 29000 3.00 20.7 0.10 1550 e 3.07 1.15 -6.00 0.25 3.10 0.79 3 1-2
Cyg OB2#10 29700 3.23 30.7 0.08 1650 i 2.74 1.05 -6.95 1.80 3.15 1.71 2 5
HD209975 32000 3.20 14.7 0.10 2050 a 1.11 0.80 -5.45 0.35 2.760.83 3 1-1

References: 1. Markova et al. (2004), 2. Mokiem et al. (2005), 3. Repolust et al. (2004), 4. Repolust et al.
(2005), 5. Hanson (2003) (distance from Massey & Thompson (1991)), 6. Mais-Apellaniz et al. (2004).

but aimed at a unique solution by explicitly allowing for clumping as a function of radius. Thirdly, we

used original more recent radio observations obtained withthe Very Large Array (VLA), which, because of

its gain in sensitivity, allowed us to measure the radio fluxes for stars with only moderate wind densities,

which produce Hα in absorption. In this way, we were able to test the above hypothesis concerning the

differences of Hα mass-loss rates from stars with Hα in emission and absorption. Lastly, our IR analysis

does not depend on assumptions used in previous standard methods exploiting the IR excess (e.g., Lamers

& Waters 1984a), since we have calibrated against results from line-blanketed NLTE models.

Stellar sampleThe stellar sample consists of 19 Galactic supergiants/giants, covering spectral types O3

to O9.5. These stars have been analyzed in the optical (Repolust et al. 2004; Mokiem et al. 2005; Markova

et al. 2004) to derive their stellar parameters and, to a large part, (re-)observed by us with the VLA.

The stellar properties adopted in this study are presented in Table 5.1. Note that due to minor revisions

with respect to reddening, the stellar radii and Hα mass-loss rates (rescaled by assumingṀ/R1.5
⋆ = const,

e.g., Puls et al. 1996) for most objects are (slightly) different from the original sources (from ref1 and ref2).

In Sect 5.1.3, I will discuss why these revisions were necessary, and how they have been obtained. Note also
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that logg , are “effective” values, i.e., without centrifugal correction, derived from Hγ or calibrations, and

thatṀ - andβ-estimates originate from optical diagnostics, i.e. Hα . Finally, note that forζ Pup (HD 66811)

two entries have been used based on different distances.

5.1.1 Variability of the diagnostics used

Stellar winds are known to be variable on different timescales and in all wavelength ranges in which they

are observed. Thus, the use of non-simultaneous measurements, as in our analysis, can be an issue.

Hα variability Line profile variations in Hα of early-type stars have been observed for years. According

to our results (see Sect. 3.5) the uncertainty inṀ caused by these variations is constrained within±4% of

the corresponding mean value for stars with stronger winds,and to about±16% for stars with weaker winds.

These estimates are in remarkably good agreement with thosefrom previous studies (Ebbets 1982; Scuderi

et al. 1992), which report variations iṅM of about 10 to 30%.

Variability of the IR and radio continua Assuming the corresponding emission to be thermal, the

timescalesof variability (due to variations of the local density or mass-loss rate2) can differ significantly

in these two wavelength regimes: from hours (near-IR) to months and even years (radio domain). Con-

sequently, whilst the IR emission would display short-termvariability, variations in the radio would be

averaged out if they occurred on timescales much shorter than the transit time.

Different considerations apply when the variability is of non-thermal origin. Then, only the radio emis-

sion is affected. The main observed characteristics are variability over timescales of up to months, and a

power-law spectrum increasing with wavelength and with a variable spectral index (Bieging et al. 1989). In

such a case, which is met at least by one of our objects, Cyg OB2#8A, the measured radio-flux(es) can still

be used as an upper limit of the thermal free-free emission, by analyzing the lowermost flux measured at

the shortest radio wavelength.

Regarding theamplitudeof variability, no clear evidence of IR continuum variability has been reported

up to now. (see also Sect. 5.1.2). With respect to radio emission, there are several pieces of evidence

for variability, both in the observed fluxes and in the spectral index. In the case of non-thermal origin,

variability is alwayspresent (e.g., Bieging et al. 1989). Of our targets, in addition to #8A, this might be a

problem only for HD 190429A where no clear indication about the thermal origin of the observed emission

are present (and for HD 34656 and HD 37043 for other reasons).

Among thermal emitters, on the other hand, the situation is less clear (see e.g., Bieging et al. 1989;

2Note that variations in the ionization can also induce temporal variability, e.g., Panagia (1991).
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Scuderi et al. 1998; Blomme et al. 2002, 2003: while short-term variability could be ruled out, long-term

variations of up to 50 to 70 percent may still present at leastin some objects.

Variability issue and the outcomes of our analysis The major hypothesis underlying our investigation

is that the clumping properties of a specific wind are controlled by small-scale structures. If related to any

intrinsic wind property, the derived clumping properties should be (almost) independent of time, as long

as the major wind characteristics remain largely constant.Accounting for the observational facts above,

this assumption seems to be reasonable, and justifies our approach of using observational diagnostics from

different epochs.

If we had analyzed only one object, the derived results mightbe considered as spurious, of course.

However, due to the significant size of our sample, any globalproperty (if present) should become visible.

Let me already mention here that our findings, on average, indicate rather similar behaviour for similar

objects, and thus we are confident that these results remain largely unaffected by issues related tostrong

temporal variability.

5.1.2 Observations and data processing

Hα , radio, IR and mm observations

Concerning Hα , the same observational material as described in Chapter 3,Sect. 3.5 was used.

Radio observations Table 5.2 (left part) displays our original radio data together with similar data from

other sources used to complement the sample. In particular,for 13 stars new radio observations have been

carried out at the VLA in several sessions between February and April 2004, for a total of about 36 hours.

For four of them, additional VLA data derived by Dr. Scuderi in different sessions between 1998 and 1999

were also used.

For the remaining stars, we used literature values, in particular from Scuderi et al. (1998), Bieging et

al. (1989) and Lamers & Leitherer (1993). Forζ Pup, finally, we used the radio data obtained by Blomme

et al. (2003). For those objects which have been observed both by us and by others, or where multiple

observations have been obtained, we have added these valuesto our database. In almost all cases, the

different values are consistent with each other.

IR observations In the right part of Table 5.2 we have summarized the used IR data, which are to a large

part drawn from the literature. For a few objects, IRAS data for 12, 25, 60 and 100µm are also available
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Table 5.2: VLA radio fluxes (inµJy), with 1-σ errors in brackets. Data without superscripts are new
observations, whilst data with superscripts correspond toeither (a) unpublished measurements by Scuderi
et al. or literature values: (b) Scuderi et al. (1998); (c) Bieging et al. (1989); (d) 3.6 cm observations from
Lamers & Leitherer (1993); (e) Blomme et al. (2003, including 20 cm data forζ Pup, at 760±90µJy).
Also indicated are the IR to mm fluxes and the sources from which they have been drawn (see foot of table).
Data denoted by “own” refer to our own observations ) for moredetails see Sect. 5.1.2).

Star 4.86 GHz 8.46 GHz 14.94 GHz 43.34 GHz IR- and mm- references
(6 cm) (3.6 cm) (2 cm) (0.7 cm) bands used (IR and mm)

Cyg OB2#7 <112 <100 HKLMN 1,14
Cyg OB2#8A <540a 920(70)a JHKLMNQ 1,5,14,19,20

1000(200)c 500(200)c

800(100)c

700(100)c

400(100)c

Cyg OB2#8C <200c HKLMN 14
Cyg OB2#10 134(29) 155(26) 300(100) JHKLMN 5,14,19
Cyg OB2#11 182(33) 228(28) <400 JHKLMN 5,14
HD 14947 <110 <135 <700 JHKLMN 2,5,15,own

< 90a 90(30)a

120(30)a

110(30)b

HD 15570 100(40)a 220(40)a JHKLMNQ, 1,5,8,11,15,
1.35 mm 18,

125(25)d

HD 24912 <200 <120 <390 <840 JHKLMN,IRAS 3,5,7,16
HD 30614 230(50)b 440(40)b 650(100)b JHKLMN 5,7,own
HD 34656 <132 119(24) <510 JHKL 17,own
HD 36861 <112 <90 <1000 JHKLMN 2,5,7
HD 37043 203(38) <90 <330 JHKLMN 4,5,16,21,22

46(15)d

HD 66811 1640(70)e 2380(90)e 2900(300)c JHKLM,IRAS, 6,9,10,12,13,
0.85 mm,1.3mm 22,23,24

1490(110)c

HD 190429A 250(37) 199(36) <420 <540 JHKLM 5,20,own
280(30)b

HD 192639 <90a JHKLM 5,15,own
HD 203064 114(27) 126(20) <330 JHKLM,IRAS 3,5,own
HD 207198 105(25) 101(21) 249(82) JHKLM,IRAS 3,own
HD 209975 165(36) 184(28) 422(120) JHKLM,IRAS 3,own
HD 210839 238(34) 428(26) 465(120) 790(190)JHKLMNQ, 1,2,3,5,14,

IRAS,1.35 mm 15,own,

References for IR and mm data: 1. Abbott et al. (1984), 2. Barlow & Cohen (1977), 3. Beichman et al.
(1988), 4. Breger et al. (1981), 5. Castor & Simon (1983), 6. Dachs & Wamsteker (1982), 7. Gehrz et al.
(1974), 8. Guetter & Vrba (1989), 9. Johnson & Borgman (1963), 10. Johnson (1964), 11. Johnson et al.
(1966a), 12. Johnson et al. (1966b), 13. Lamers et al. (1984), 14. Leitherer et al. (1982), 15. Leitherer &
Wolf (1984), 16. Ney et al. (1973), 17. Polcaro et al. (1990),18. Sagar & Yu (1990), 19. Sneden et al.
(1978), 20. Tapia (1981), 21. The et al. (1986), 22. Whittet &van Breda (1980), 23. Leitherer & Robert
(1991), 24. Blomme et al. (2003).
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(Beichman et al. 1988), unfortunately mostly as upper limits for λ ≥ 25 µm. For ζ Pup (HD 66811),

however, actual values are present at all but the last wavelength (100µm); see Lamers et al. (1984).

For nine objects (denoted by “own” in the “references” column of Table 5.2), newJHKLM fluxes

have been obtained at the 1.25 m telescope of the Crimean Station of the Sternberg Astronomical Institute

(Russia). Appropriate stars from the Johnson catalog (Johnson et al. 1966b) were selected and used as

photometric standards. Where necessary, theHLM magnitudes of the standards have been estimated from

their spectral types using relations from Koorneef (1983).

Mm observations For three objects, we were also able to use 1.3/1.35mm fluxes, acquired either with the

Swedish ESO Submillimeter Telescope (SEST) at La Silla (ζ Pup; see Leitherer & Robert 1991), or with

the Submillimetre Common User Bolometer Array (; Holland et al. 1999) at the James Clerk Maxwell

Telescope (HD 15570 and HD 210839). Additional 0.85 mm data have been taken from the literature

(Blomme et al. 2003), forζ Pup.

Detailed information about the original radio, IR and mm observations and the corresponding data

reduction procedures can be found in Puls et al. (2006).

Absolute flux calibration

To convert the observed IR magnitudes intomeaningful(i.e., internally consistent) physical units, an ade-

quate absolute flux calibration has to be performed. For sucha purpose, at least three different methods can

be applied: (i) calibration by means of the solar absolute flux, using analogous stars; (ii) direct comparison

of the observed Vega flux with a blackbody and (iii) extrapolation of the visual absolute flux calibration of

Vega, using suitable model atmospheres. Although the first two methods are more precise, the latter one

provides the opportunity to interpolate in wavelength, allowing the derivation of different sets of IR-band

Vega fluxes for various photometric systems. Thus, such an approach is advantageous in the case encoun-

tered here (observational datasets obtained in different photometric systems), and we have elected to follow

this strategy.

Atmospheric model for Vega. To this end, we used the latest Kurucz models3 to derive a set of absolute

IR fluxes for Vega in a given photometric system, by convolving the model flux distribution (normalized

to the Vega absolute flux at a specific wavelength; see below) with the corresponding filter transmission

functions. In particular, we used a model withTeff = 9550 K, logg = 3.95, [M/H] = -0.5 andvmic = 2.0

km s−1 (Castelli & Kurucz 1994). In order to account for the possibility that the metallicity of Vega might

3from http://kurucz.harvard.edu/stars/vega
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differ from that adopted by us, an alternative model with [M/H] = -1.0 (cf. Garcia-Gil et al. 2005) was

used to check for the influence of a different metallicity on the derived calibration. At least for the Johnson

photometric system, the differences in the corresponding fluxes turned out to lie always below 1%.

Visual flux calibration. The most commonly used visual flux calibration for Vega is based on the com-

pilation by Hayes (1985). However, this has been questionedby Megessier (1995), who recommends a

value being 0.6% larger than the value provided by Hayes (3540 Jy), and equals 3560 Jy (i.e., 3.46 · 10−9

erg cm−2 s−1 Å−1) at λ = 5556 Å. This value has been used when normalizing the Kurucz model fluxes to

the monochromatic flux atλ = 5556 Å. Since the standard error of the Megessier calibration is about one

percent, this error is also inherent in our absolute flux distribution.

Vega V-band magnitude. The availableV-band magnitudes of Vega range from 0.026 (Bohlin &

Gilliland 2004) to 0.035 (Colina & Bohlin 1994), while in thepresent investigation we adoptV = 0.03

mag in agreement with Johnson et al. (1966b). With this value, the monochromatic flux for a Vega-like star

at the effective wavelength of theV filter is F5500(mV = 0.0)= 3693 Jy.

Filter transmission functions. To calculate the absolute fluxes of Vega in a given photometric system,

one has to know the corresponding filter transmission functions, for each band of this system. In those cases

where such functions were explicitly available we used them, while for the rest (including our own IR data)

we used trapezoidal transmission curves based on the published effective wavelength and FWHM of the

filters.4

Vega IR magnitudes. To convert stellar magnitudes into absolute fluxes using Vega as a standard, the

magnitudes of Vega in the different filters for the various photometric system have to be known. In our case,

these data have been taken from the corresponding literature, and the errors inherent to these measurements

are usually very small.

For a detailed discussion about the accuracy of our absoluteflux calibration the interested reader is

referred to Puls et al. (2008).

5.1.3 De-reddening and stellar radii

To compare the observed with the theoretical fluxes, one has to de-redden the observed fluxes and to derive

a consistent stellar radius for a given distanced (or vice versa). In our case this has been done in two step

4For more detailed information about the shape of the filter transmission functions used to convert the literature data, see Runacres
& Blomme (1996, their Table 3).
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Figure 5.2: De-reddening procedure for the example of Cyg OB2#8A. Displayed is the ratio of distance-
diluted, theoretical fluxes and de-reddened, observedVJHK fluxes, corresponding to our final solution for
E(B-V) = 1.63, RV= 3.0 andR⋆ = 27 R⊙ , as a function of wavelength. Another solution with E(B-V)=
1.9, RV = 3.0 andR⋆ = 24 R⊙ (lower signs) is also shown for comparison. Obviously, in the latter case
the extinction is too large (the ratio is much smaller at shorter than at larger wavelengths) and the assumed
radius is too small(the dotted line is well below unity).

procedure, using our own (simplified) model (see Sect. 5.1.4) to synthesize theoreticalVJHK fluxes.5

In particular, by comparing the observed IR fluxes with the theoretical predictions, we derived “em-

pirical” values for the color excess E(B-V) and/or the extinction ratio RV, by requiring the ratio between

de-reddened observed and distance-diluted theoretical fluxes to be constant within theV- to K-bands. For

this purpose, we adopted the reddening law provided by Cardelli et al. (1989). Visual fluxes were calculated

usingV-magnitudes from Markova et al. (2004) or from Mais-Apellaniz et al. (2004).

In a second step, we adapted the stellar radius (for a given distance) in such a way that themeanratio

becomes unity. This procedure ensures the correctratio between radius and distance, i.e., angular diameter,

which is the only quantity which can be specified from a comparison between synthetic and observed fluxes.

Fig. 5.2 gives an impression of this procedure, for the example of Cyg OB2#8A.

One problem inherent to our approach is that the derivation of reddening parameters andR⋆ requires an

a priori knowledge ofṀ (and clumping properties). Since a precise knowledge of the“real” wind density

and the near-photospheric clumping properties is not possible at this stage, only an iteration cycle exploiting

the results of our following mass-loss/clumping analysis could solve the problem “exactly”.

To avoid such a cycle, we followed a simplified approach, where to calculate the theoretical fluxes for

objects with Hα in absorption we used the actual,Q′-scaled, Hα mass-loss rates, whereas for objects with

Hα in emission the corresponding value reduced by a factor of 0.48 were used instead. This approach is

5Only near-IR fluxes were used to ensure that the flux excess dueto the wind remains low, i.e., rather unaffected by clumping.
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Figure 5.3: Differences betweenderivedcolor excess, E(B-V), and corresponding literature value,as a
function ofTeff . Asterisks denote supergiants, and crosses bright giants and giants, respectively. The mean
deviation for supergiants is−0.004 ± 0.016 mag, and for l.c. II/III stars−0.01 ± 0.023 mag.

based on the hypothesis that the lowermost wind is unclumped, and that the previously derived Hα mass-

loss rates for objects with Hα in emission are contaminated by clumping, with average clumping factors of

the order of
(

1
0.48

)2
as derived in the beginning of this section. From the almost perfect agreement of the

theoreticalV-to-K fluxes with the observations for our final, clumped models, this assumption seems to be

fairly justified.

Fig 5.3 summarizes the results of our de-reddening procedure, by comparing thederivedvalues of E(B-

V) for our complete sample with the corresponding “optical”values, (B−V)− (B−V)0, as a function ofTeff

(with (B-V) given by the references in Table 5.1, entry “ref 2”, and the intrinsic colors as discussed above).

From this figure, we find no obvious trend of the difference in E(B-V) as a function ofTeff (the average

differences being almost exactly zero for supergiants and−0.01 mag for the remaining objects), which is

also true if we plot this quantity as a function of MV (not shown). The majority of these differences are less

than 0.02 mag, which seems to be a reasonable value when accounting for the inaccuracy in the observed

(B− V) colors, the uncertainties in the intrinsic ones, the errors resulting from our flux calibration and the

typical errors on the theoretical fluxes (cf. Sect. 5.1.4). Comments on individual objects one can find in

Puls et al. (2006).

5.1.4 Simulations

In this section, I will describe our approach for calculating the various energy distributions required for our

analysis, and our approximate treatment of wind clumping, which is based upon the assumption ofsmall-
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Figure 5.4: Consistency check for Hα profiles: results of our approximate Hα line synthesis, for some
representative cases from Table 5 of Puls et al. (2006). Dotted: Hα line profiles with parameterṡM (in) and
β(in) as derived from a complete NLTE analysis (cf. Table 5.1); bold: corresponding profiles witḣM = Ṁ1

or β = β2 (see Table 5 of Puls et al. (2008)).

scaleinhomogeneities. Since this treatment consists of a simplemanipulation of our homogeneous models,

I will start with a description of these.

Because of the large number of parameters to be varied (Ṁ , β, clumping factors), and accounting for

the rather large sample size, an “exact” treatment by means of NLTE atmospheres is (almost) prohibitive.

Thus, we follow our previous philosophy of usingapproximatemethods, which are calibrated by means of

our available NLTE model grids (Puls et al. 2005), to providereliable results.

Hα

Synthetic Hα profiles have been calculated using the approximate approach described in detail in Sect. 2.1.

Except for the inclusion of clumping, no further modifications have been applied.

On the other hand, for most of our sample stars we have quoted (and used, within our de-reddening

procedure) wind parameters from a complete NLTE analysis, which do not rely exclusively on Hα , but also

on He 4686 and other diagnostics. Furthermore, the observed Hα profiles used here are different to those

in the corresponding sources, because of the variability ofHα (cf. Sect. 5.1.1). Thus, we have to check
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how far the values from the complete analysis (denoted byṀ (in) andβ(in)) might deviate from solutions

resulting from our simplified method, used in combination with our different Hα data, to obtain consistent

initial numbers for the following investigations and to re-check the reliability of our approach.6 To this end,

we have re-determined mass-loss rates and velocity exponents, using our observational material, the stellar

parameters from Table 5.1 and the approximate Hα line synthesis as outlined above.

The obtained results, listed in Table 5 of Puls et al. (2006),indicate that in most of the cases small or

negligible modifications ofṀ have been required to reproduce our Hα observations, mostly by keeping the

nominal velocity exponent. The average ratio between modified and input mass-loss rates was 1.07± 0.22.

Typical examples to illustarte this finding are shown in Fig.5.4. Thus, we conclude that our simplified

routine delivers reliable numbers and thus can be used in ourfurther approach to derive constraints on the

clumping factors.

Infrared fluxes

For the calculation of the infrared fluxes, we closely followed the approximations as outlined by Lamers

& Waters (1984a), with Gaunt factors from Waters & Lamers (1984). The major difference concerns the

fact that the radiative transfer is solved by means of the “Rybicki algorithm” (Rybicki 1971), to account for

electron scattering in a convenient way. A further modification regards the photospheric input fluxes which

were chosen in such a way as to assure that the emergent fluxes,on average, comply with the results from

our detailed NLTE model grids.

After some experiments, it turned out that the best choice for the various parameters is the following:

The velocity law is specified by

v(r) = v∞(1− b/r)β, b = 1− (vmin/v∞)1/β, (5.2)

wherer is calculated in units ofR⋆ , and the minimum velocity,vmin, is set to 10 km s−1 .

Electron temperature. All Gaunt factors are calculated at a temperature of 0.9Teff , and the electron

temperature is calculated using Lucy’s temperature law forspherical atmospheres (Lucy 1971, his Eq.

12, and using grey opacities), with an optical depth scale accounting for electron scattering only, and a

temperature cut-off at 0.5Teff .

6Concerning those (four) objects with wind parameters takenfrom Markova et al. (2004), we have convinced ourselves thatthe
corresponding fits could be reproduced.
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Ionization equilibrium. Hydrogen is assumed to be (almost) completely ionized, helium as singly ion-

ized outside the recombination radius7 and the CNO metals as either two or three times ionized. An

extensive and detailed discussion about the influence of thehelium ionization balance can be found in Puls

et al. (2006) while here I shall only note that in O-star windshelium is singly ionized in theradio emitting

region (forλ > 2 cm), but with respect to the mid- and far-IR emitting region, this statement is no longer

justified and needs to be additionally investigated.

Photospheric input fluxes For λ < 1µm, we used Kurucz fluxes, whereas for higher wavelengths we

used Planck functions withTrad= 0.87Teff for 1µm ≤ λ ≤ 2µm, Trad= 0.85Teff for 2µm ≤ λ ≤ 5µm

andTrad= 0.9 Teff elsewhere. To verify this approach, we have compared the fluxes resulting from this

simplified model with those from our NLTE model grid as calculated by, for the wavelength

bandsV to Q and found the corresponding mean ratio to be of the order of 0.99. . . 1.01 (different for

different wavelengths), with a typical standard deviation for each wavelength band below 5%.

Radio fluxes

Radio fluxes are calculated in analogy to the IR fluxes (with identical parameters, but neglecting electron

scattering) using a numerical integration, withRmax = 10,000R⋆ , instead of the analytical expression

provided by Panagia & Felli (1975) and Wright & Barlow (1975). (Of course, we have checked that for

constant clumping factors and large wind densities, the analytical results are recovered by our approach.)

Unless explicitly stated otherwise, helium is adopted to besingly ionized in our radio simulations.8 In the

following figures, the radio range is indicated to start at 400 µm = 0.4 mm (end of IR treatment at 200

µm), but this serves only as a guideline, since at these wavelengths helium might still not be completely

recombined.

Inclusion of wind clumping

To account for the influence of wind clumping, we follow the approach as described by Abbott et al. (1981).

Modified by one additional assumption (see below), this approach has been implemented into NLTE model

atmospheres already by Schmutz (1995), and is presently also used by the alternative NLTE code.

In the following, I will recapitulate the method and give some important caveats.

As I have noted in the beginning of this section, the term “clumping factor”, as defined from the

temporalaverages in Eq. 5.1, has been introduced by Owocki, Castor and Rybicki (1988) To allow for

7The radius at which the ionization fraction of Hebecomes larger than the fraction of He when proceeding from outside to
inside

8Concerning the influence of the adopted He ionization on derived mass-loss rates, see also Schmutz & Hamann 1986.
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a translation to stationary model atmospheres, one usuallyassumes that the wind plasma is made up of

two components, namely dense clumps and rarefied inter-clump material. The volume filling factor,f , is

then defined as the fractional volume of thedensegas, and one can define appropriatespatialaverages for

densities and density-squares (cf. Abbott et al. 1981),

< ρ > =
1
∆V

∫

[

fρ+ + (1− f ) ρ−
]

dV (5.3)

< ρ2 > =
1
∆V

∫

[

f (ρ+)2 + (1− f ) (ρ−)2
]

dV, (5.4)

whereρ+ andρ− denote the overdense and rarefied material, respectively. Here, and in the following, I

have suppressed any spatial dependence, both of these quantities and off . The actual mass-loss rate (still

assumed to be spatially constant) is then defined from the mean density,

Ṁ = 4πr2 < ρ > v, (5.5)

andanydisturbance of the velocity field (e.g., influencing the line-transfer escape probabilities; see Puls et

al. 1993a) is neglected.

The modification introduced by Schmutz (1995) relates to theresults from all hydrodynamical simula-

tions collected so far, namely that the inter-clump medium becomes almost voidafter the instability is fully

grown, i.e, outside a certain radius. In this case then,ρ− → 0, and we find, assuming sufficiently small

length scales,

< ρ > =
1
∆V

∫

[

fρ+
]

dV = fρ+ (5.6)

< ρ2 > =
1
∆V

∫

[

f (ρ+)2
]

dV = f (ρ+)2 =
< ρ >2

f
. (5.7)

Comparing with Eq. 5.1 and identifying temporal with spatial averages, we obtain

fcl =
1
f

and ρ+ =
< ρ >

f
= fcl < ρ >, (5.8)

i.e., the clumping factor describes the overdensity of the clumps, if the inter-clump densities are negligible.

Concerning model atmospheres and (N)LTE treatment, this averaging process has the following conse-

quences:

• Since, according to our model, matter is present only insidethe clumps, the actual (over-)density
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entering the rate equations isρ+ = fcl < ρ > (where the latter quantity is defined by Eq. 5.5).

Since both ion and electron densities become larger, the recombination rates grow, and the ionization

balance changes. As a simple example, under LTE conditions (Saha equation), and for hot stars, one

would find an increased fraction of neutral hydrogeninside the clumps, being larger by a factor off 2
cl

compared to an unclumped model of the same mass-loss rate. Further, more realistic, examples for

important ions have been given by Bouret et al. (2005) and by Najarro et al. (2008).

• The overall effect of this increase in density, however, is somewhat compensated for by the “holes”

in the wind plasma. For processes which are linearly dependent on the density (e.g., resonance

lines of major ions), the optical depth is similar in clumpedand unclumped models, provided that

the scales of the clump/inter-clump matter are significantly smaller than the domain of integration.

For ρ2-dependent processes, on the other hand, the optical depth is proportional to the integral over

< ρ2 >= fcl < ρ >
2≈ fcl(ρuncl)2, i.e., the optical depths are larger by just the clumping factor.

Consequently, mass-loss rates derived from such diagnostics become lower by the square root of this

factor, compared to an analysis performed by means of unclumped models.

Now with respect to our models, the inclusion of clumping effects in the spirit as described above (i.e.,

optically thin clumps and void inter-clump matter9) becomes very simple. In particular, since all opacities

entering the calculations (bound-free, free-free and the Hα line opacity) are dependent onρ2, they are

multiplied with a pre-described clumping factor, whereas the corresponding source functions remain free

from such a manipulation, which is also true for the electronscattering component, being proportional to

ρ. In addition, to obtain constraints on the radial stratification of the clumping factor, we have defined five

different regions of the stellar wind with correspondingaverageclumping factors, denoted by

region 1 2 3 4 5

r/R⋆ 1 . . .r in r in . . .rmid rmid . . .rout rout . . .rfar > rfar

fcl 1 f in
cl f mid

cl f out
cl f far

cl

The first region with fixed clumping factor,fcl =1, has been designed mainly to allow for a lower, unclumped

wind region, in accordance with theoretical predictions. Also, by choosingr in = 1 we are alternatively able

to simulate a wind where the medium is clumped from the wind base on.

Typical values forr in, rmid, rout and rfar are 1.05, 2, 15 and 50, respectively. For not too thin winds,

this corresponds to the major formation zones of Hα (region 1 and 2), the mid-/far-IR (region 3), the mm

range (region 4) and the radio-flux (region 5). Note that for anumber of test cases we have used different

borders, and sometimes combined region 4 and 5 into one outerregion. All clumping factors derived in

9For a critical discussion on the assumptions involved in ourmodels see Puls et al. (2006).
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Figure 5.5:Homogeneousmodels forζ Pup whicheitherfit Hα (Ṁ = 13.5·10−6M⊙/yr, solid)or the radio
range (Ṁ = 8.5·10−6M⊙/yr, dotted). A simultaneous fit cannot be achieved. (Regarding the “gap” between
0.2 and 0.4 mm in the theoretical predictions, see Sect. 5.1.4).

the following are average values regarding the different regions, which admittedly are rather extended. In

almost all cases, however, with such a low number of regions consistent fits could be obtained, with rather

tight constraints on theglobalbehaviour of the clumping factor.

As a final comment, I like to stress that since (except for electron scattering) all diagnostics used in

this investigation have the same dependence on the clumpingproperties, we are not able to deriveabsolute

values for the clumping factors, but onlyrelativenumbers. Note at first that in the caser in = 1 all results

derived for fcl (r) could be multiplied with an arbitrary factor, if in parallel the mass-loss rate were reduced

by the square root of this value, without any loss in fit quality. The onlyphysicalconstraint is the require-

ment that the minimum value (regarding all five regions) of the derived clumping factor must not be lower

than unity. The corresponding mass-loss rate is then thelargest possibleone.

If, on the other side,r in , 1, this scaling property is no longer exactly preserved, because of the presence

of an unclumped region not affected by such a scaling. Since particularly the innermost core of Hα , but

also the optical/near-IR fluxes (cf. Sect 5.1.3), are formed in this region, they consequently deviate from

this scaling. As it turned out from the analysis performed inthe next section, these deviations remain fairly

small, so that, unfortunately, the derivation ofabsolutevalues forfcl andṀ will require the use of different

diagnostics.

5.1.5 Two prototypical test cases:ζ Pup and HD 209975

In this section, I will describe how our procedure to obtain constrains on the clumping factor works using

ζ Pup (HD 24 912) as a representative for a high-density wind (Hα in emission), and HD 209975 as a

representative for a moderate-density wind (Hα in absorption).
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Figure 5.6: Clumped models forζ Pup compared to Hα (left) and the IR/radio continuum (right). The best-
fitting model is displayed in bold. Other curves represent variation of the clumping factor in individual
regions, by a factor of two; dotted:fcl(1.12. . .1.5 R⋆ ) 5.5→11; dashed:fcl(1.5. . .2 R⋆ ) 3.1→6.2; dashed-
dotted: fcl(2. . .15 R⋆ ) 2→4; dashed-dotted-dotted:fcl(> 15 R⋆ ) 1→2. Note that Hα remains sensitive to
all variationsexcept for the last one. The mid-/far-IR, on the other hand, is sensitive “only” to variationsin
the range 2. . .15R⋆ .

ζ Pup. In Fig. 5.5 the results of our simulations (without clumping) for Hα and the IR/radio range are

compared to the observations. This figure immediately showsthe dilemma typical for all our objects with

Hα in emission: the best fit for Hα requires a mass-loss rate typically twice as large as for theradio domain,

if homogeneous models are used. The far-IR fluxes are also closer to the low-̇M solution than to the Hα -

fitting one.

Fig. 5.6, on the other hand, displays our best solution for aclumpedmodel which consistently repro-

duces Hα and the complete IR/radio band in parallel. In the spirit as outlined above, the mass-loss rate has

been chosen from the region with lowest clumping, which in this case is the radio domain. Bysetting ffar
cl

to unity then, the adopted mass-loss rate is thelargest possibleone and corresponds to the “homogeneous”

radio mass-loss rate,̇M = 8.5 ·10−6M⊙/yr (cf. Fig. 5.5, right panel). In this case, the Hα -forming region

displays a typical clumping factor of 5.5 (fromr = 1.12 to 1.5) to 3.1 (fromr = 1.5 to 2), andβ has been

adapted to 0.7 to provide a perfect Hα fit.

Fig. 5.6 furthermore displays the advantage of fitting Hα and the IR/radio range in parallel. Note that

although the primary formation region of Hα is below 2R⋆ , it also remains sensitive to variations of the

clumping factors in the intermediate wind,r ≤ 15, as can be seen from the reaction in the line wings if

fcl is doubled from 2 to 4 (dashed-dotted profile). Of course, a variation of the clumping factors in the inner

regions (dotted and dashed) has even more impact. On the other hand, as displayed in the right panel of this

figure, the IR/radio band reacts complementarily to variations beyondr = 2, although only from the mid-IR

on (λ ≥ 10 µm). Thus, a combined analysis is able to provide tight constraints on the largest possible

mass-loss rate and to scan the complete stratification offcl (r) (at least differentially, i.e., modulo a constant
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Figure 5.7:Left: Clumped models forζ Pup: influence of a different onset of clumping on Hα . Solid: best-
fitting model,r in = 1.12 R⋆ ; dotted: r in = R⋆ , i.e., clumping starting at the wind base; dashed:r in = 1.3
R⋆ .
Right: Clumped models forζ Pup in the IR/radio band: influence of helium ionization. Solid: best fitting
model, with He as the major ion forv < vrec = 0.86 (5.3R⋆ ), and He as the dominant ionization stage
outsidevrec; dashed-dotted: He as the major ion everywhere; dashed: He as the major ion in the radio
emitting domain.

factor) if the far-IR is well observed. Concerning the possible degeneracy of clumping factors andβ, we

refer the reader to Sect. 5.1.7.

Another important issue to be discuss here is the sensitivity of the outcomes of our analysis on the

assumed value ofr in and the helium ionization balance. The first effect is illustrated in the left panel of

Fig. 5.7 where the change in Hα caused by a different onset of clumping is shown. Ifr in were 1.3 (dashed

profile), the central emission would be missing, whereas forr in = 1.0 (dotted profile, corresponding to a

model which is clumped from the wind base on), the absorptiontrough is not perfectly reproduced: the

position of maximum depth is located at too high velocities,and the trough becomes too broad, resembling

our best solution for the homogeneous model.

From the arguments given at the end of Sect. 5.1.4, it should be clear that the derived best solution is not

unique, since an alternative model withall clumping factors multiplied by an arbitrary factorf , in parallel

with a mass-loss rate reduced by a factor of 1/
√

f , would result in an identical fit. If, on the other hand,

the perfectly matched absorption trough for our model withr in = 1.12 were actually due to a clumping-free

lower wind base (and not coincidentally matched due to somewhat erroneous departure coefficients and/or

the specific observational snapshot10), such a scaling would no longer work (because of the presence of

an unclumped region), and our solution would become “almost” unique, at least regarding the clumping

properties of the inner wind.

The “almost” refers to the fact that a different distribution of the individual regions, combined with

10Concerning the temporal variability of Hα in ζ Pup, see Reid & Howarth (1996) and references therein, Puls et al. (1993b) and
Berghöfer et al. (1996). From these data-sets, a moderate variability of the absorption trough is visible indeed.
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Figure 5.8: As Fig. 5.6, but for HD 209975. The best-fitting model (with all clumping factors at or close
to unity) is displayed in bold. Other curves show the effects of varying, by a factor of 2, the clumping
factors in individual regions alone. Dotted:fcl(1.05. . .1.5 R⋆ ) 1→2; dashed:fcl(1.5. . .2 R⋆ ) 1→2; dashed-
dotted: fcl(2. . .15 R⋆ ) 1→2; dashed-dotted-dotted:fcl(> 15 R⋆ ) 1.3→2.6. Again, Hα remains sensitive to
variations belowr = 15 R⋆ (but see text), whereas the far-IR (not constrained by observations) is mostly
sensitive to variations in the range 2. . . 15R⋆ . Note that the dashed solution is also consistent with the
observations.

somewhat different clumping factors, gives fits of similar quality. The 2nd entry of Table 6 of Puls et al.

is such an example. In this case, we have combined the region betweenr = 1.12 to 2 into one region,

whereas we have split the outer region, beyondr = 15, into two regions, with a border atr = 50. To fit Hα

(with a slightly worse quality than displayed in Fig. 5.6), the innermost clumping factors had to be reduced

(from 5.5 and 3.1 to an average factor of 5.0), whereas, by adapting the clumping factors in the middle and

outer part, the fit quality at 60µm becomes perfect and the quality at 0.85/1.3 mm remains preserved Note,

however, that the overall stratification of the clumping factors is rather similar.

Concerning the effect of helium ionazation balance, the right panel of Fig. 5.7displays the possible

error if the helium ionization were different to that assumed here (cf. Sects. 5.1.4 and 5.1.4.) If helium were

singly ionized throughout the complete wind (instead of recombining only atvrec = 0.86), the synthetic 10

and 20µm fluxes in particular would become too low; compensating forthis effect by increasing clumping

factors is not possible, because Hα would then no longer be fit. If, on the other hand, helium were to remain

doubly ionized in the outermost region also, the radio/mm (and the far-IR fluxes) would become larger than

observed; in this case, a reasonable fit is still possible, bylowering the mass-loss rate and increasing the

inner clumping factors (with a factor roughly corresponding to (Ṁold/Ṁnew)2). The parameters for such

a model (which fits both Hα and the entire IR–radio range) is given in Table 6 (3rd entry)of Puls et al.

(2006). The rather large difference in the resulting (maximum) mass-loss rate (factor 0.7) and clumping

factors is due to the fact that our model ofζ Pup has a helium content which is twice solar,YHe = 0.2. For

solar helium abundance, as is typical for most of the other objects of our sample, the corresponding factor
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would be 0.85, as outlined in Sect. 5.1.4. Note again, however, that it is rather improbable that helium is

still doubly ionized in the radio-forming region. From the consistency of the mm and radio fluxes, it is also

clear then that the Helium ionization must be similar in the mm and the radio forming region, in agreement

with our predictions forvrec.

HD 209975. Fig. 5.8 displays the results of our combined fit procedure for this star, which has a moderate

wind density and Hα in absorption. Again, we have indicated the resulting profiles/fluxes when the derived

clumping factors are varied by a factor of two in specific regions, to check for their sensitivity. Most

interestingly,this object can be fitted with almost constant clumping factors throughout the wind, in stark

contrast to the above example. Indeed, with slightly differentṀ andβ, an almost equally perfect fit is

possible with all clumping factors being unity. If at all, the (homogenous) radio mass-loss rate is somewhat

higher than the mass-loss rate derived from Hα , so that in this casef in
cl is set to unity.

Note that a moderate clumping factor of 2 for 1.5 < r < 2 is still consistent with the data, and that due

to missing far-IR information (the indicated data denote upper limits derived by IRAS), the clumping in

the intermediate wind remains somewhat unconstrained. After some experimentation, it turned out that the

data are also consistent with a moderately clumped wind (fcl = 10) in the region 10< r < 50, or a weakly

clumped wind (fcl = 2) in the region 3< r < 50. Only for the outermost wind (r > 50), do the clumping

propertieshaveto be similar to the inner wind conditions.

Since the innermost wind has the lowest clumping, no statement concerning its onset is possible within

our approach. Thus, any scaled solution (fcl multiplied with f , Ṁ reduced by 1/
√

f ) provides an equally

perfect fit and cannot be excluded. In summary, the inner and outer wind of this object have similar clump-

ing properties, whereas far-IR observations are required to constrain the intermediate region.

5.1.6 Clumping properties of the complete sample

Before discussing the results of our analysis for the complete sample, let me point out some general findings,

and remind the reader that the derived clumping factors are independent of any uncertainty concerning

radius and distance, since all our diagnostics (Hα /radio/IR) scale in an identical way with respect to these

quantities.

The core of Hα as a tracer of wind clumping belowr ≈ 2R⋆. Our simulations show that the strength of

the core of Hα , whether in emission or in absorption, is quite sensitive tothe value of the clumping factor

in the inner part of the wind, and thus can be used to determinethis parameter out to distances of about

r ≈ 2. If one relies on the value ofβ as derived by means of unclumped models, the corresponding (average)
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clumping factors are very precise, with an accuracy of roughly 10% (but see Sect. 5.1.7). Note particularly

that clumping factorsf in
cl of order 2 or largerare still visible for objects with Hα in absorption(Figure 9 of

Puls et al. 2006, dotted profile).

Constraints on the clumping factor beyondr ≈ 2R⋆. In addition to constraining the clumping properties

in the lower wind, Hα can even serve as an indicator of wind clumping in layers beyondr ≈ 2 (e.g, Fig. 5.6,

left panel).How much beyond?The answer depends, of course, on the specific wind density.

For those objects with Hα in emission and missing far-IR/mm information, in Table 5.3, column 14,

we have indicated the outermost radius,r ′out, to which Hα alonecan provide information on the clumping

factor, on the assumption that the region,r ′out < r < rfar, is “unclumped” (or, more precisely, has the same

clumping properties as region 5). Indeed, for almost all objects,r ′out is of the order of 5R⋆ , except for

HD 14947 (No. 5) and HD 192639 (No. 8), where Hα provides information only out to 3R⋆ . Thus, it is

safe to conclude that Hα constrains the clumping factor up to distances ofr = 3. . .5R⋆ if in emission. Note,

however, that in some cases, significant clumping in region 4(from rout to rfar) has an effect on Hα , which

leads to an additional constraint on the clumping in this region. For objects with Hα in absorption, on the

other hand, the intermediate region remains much less constrained (Fig. 9 in Puls et al., left panel), and I

will comment below on the corresponding limits.

Table 5.3 summarizes the results of our simultaneous Hα /IR/radio analysis. The objects are ordered

according to Hα profile type and spectral type where actual names can be foundin Table 7 of Puls et al.

For almost all objects, we have used identical boundaries,r in = 1.05, rmid = 2.0 andrfar = 50, to obtain

comparable results. The default values forrout (region 3) correspond to 15 (Hα in emission) and 10 (Hα in

absorption or of intermediate type). Detailed comments regarding the individual objects are given in Puls

et al. (2006), where all fits are displayed as well.

Overall, our simulations show that for stars with Hα in emission, a simultaneous fit of the observed

radio fluxes and the shape and strength of Hα , requires clumping factors which are always higher in the

Hα -forming region than in the radio-forming one. For stars with Hα in absorption, the situation seems

to be different: in most cases, the required clumping factors are of similar order in the inner and outer

regions. However, this preliminary impression is dependent on the actual value ofβ, a problem which will

be discussed in our error analysis further below.

For all objects quoted with a definite mass-loss rate (and notonly an upper limit), this value represents

the largest possible value(for givenR⋆ ), usually derived from adopting an outer, unclumped wind with

f far
cl = 1 or, for weaker winds,f out

cl = 1. These mass-loss rates correspond to the “usual” radio mass-loss

rate. (Except for HD 34656 (No. 13) where the maximum mass-loss rate have to be derived from Hα .)



5.1. A COMBINED Hα , IR AND RADIO ANALYSIS 153

Table 5.3: Clumping properties as derived from our combinedHα /IR/radio analysis. Stars are ordered
according to Hα profile type (“pt”) and spectral type with actual names as given in Table 7 of Puls et al.
Entries in bold mark objects with extremely well-constrained clumping parameters.
Teff is in kK, andṀcl - in units of 10−6M⊙/yr. “ratio” gives the ratio of “clumped” mass-loss rate to optical
results using unclumped models (cf. Table 5.1).βcl is the velocity field exponent as derived or adopted here.
vrec andrrec are the velocity (in units ofv∞ ) and radius where He recombines (see Sect. 5.1.4), andr(τ2) is
the radius where the radio continuum becomes optically thick12 at 2 cm (rrec andr(τ2) in units ofR⋆ ).
Clumping factors and boundaries are defined as in Sect. 5.1.4. For all models, region 1 withfcl = 1 (not
tabulated) extends fromr = 1 to r in = 1.05, except for HD 66811 (No.4) wherer in = 1.12, andrfar (defining
the border between region 4 and 5) has been set to 50R⋆ always. For objects with Hα in emission or
of intermediate type, and missing far-IR/mm data,r ′out (with corresponding clumping factor) indicates the
maximum radius to which Hα alonecan provide constraints on the clumping, on the assumption that the
outer wind is “unclumped” (see text). For objects with Hα in absorption,f mid

max gives the maximum possible
clumping factor in region 3, which is still consistent with the data. f out

max is defined similar tof mid
max, but for

region 4.
region 2 region 3 region 4 reg. 5

Star pt Teff Ṁ cl ratio βopt βcl vrec rrec r(τ2) f in
cl rmid f mid

cl f mid
cl (r ′out) f out

cl f out
max f far

cl

1 e 45.8 ≤4.0a,b 0.38 0.77 0.90 1.00 inf 29.7 5.0 2.0 4-6. 7.0(5) 1.0 10.0 1.0
2 e 39.2 9.5 0.59 0.95 0.95 0.85 6.2 49.63.0 2.0 3.0 3.5(5) 1.0 2.0 1.0

7.5 0.46 5.0 2.0 5.0 5.8(5) 1.0 2.0 1.0
3 e 38.0 6.5 0.38 1.05 1.05 0.84 6.3 45.05.5 2.0 4-6 13.0 20.0 1.0
4 e 39.0 8.5 0.51 0.90 0.70 0.86 5.3 36.15.0 2.0 1.5 1.4 1.8 1.0

4.2 0.51 0.90 0.70 0.86 5.0 36.55.0 2.0 1.5 1.4 1.8 1.0
5 e 37.5 10.0 0.59 0.95 0.95 0.81 5.0 37.93.1 2.0 2.5 4.0(3) 1.0 5.0 1.0
6 e 36.5 5.0 0.62 1.03 1.10 0.81 5.6 30.73.0 2.0 5.0 6.0(5) 1.0 15.0 1.0
7 e 36.0 3.0 0.38 1.00 1.00 0.83 5.9 24.76.5 4.0 10.0 1.0 8.0 1.0
8 e 35.0 ≤3.0a 0.48 0.90 1.14 0.82 6.3 27.73.5 2.0 3.5 6.0(3) 1.0 10.0 1.0
9 e 29.0 1.5 0.49 1.15 1.15 0.16 1.2 25.72.6 2.0 3.0 3.5(5) 1.0 4.0 1.0
10 i 38.2 ≤8.0c 0.71 0.74 0.74 0.84 4.7 33.62.5 2.0 1-2 2.5(3) 1.0 10.0 1.0
11 i 29.7 2.74 1.00 1.05 1.05 0.17 1.2 23.21.4 2.0 1.8 2.0(3) 1.0 4.0 1.0

f mid
max

12 a 41.8 ≤3.5d 0.82 0.85 1.00 0.94 17.3 33.01.0 2.0 1.0 - 1.0 5.0 1.0
13 a 34.7 3.0 1.15 1.09 1.00 0.60 2.5 28.21.0 2.0 1.0 - 1.0 8.0 6.0
14 a 35.0 ≤2.3a 0.94 0.80 0.90 0.85 6.1 16.42.1 2.0 5.0 7.0 1.0 2.0 1.0

≤1.2a 0.49 8.0 2.0 20.0 25.0 1.0 3.0 1.0
15 a 34.5 1.1 1.12 0.80 0.90 0.57 2.2 23.31.0 2.0 1.0 2.0 1.0 8.0 1.0
16 a 33.6 ≤0.4a 0.54 0.80 0.90 0.51 1.9 10.22.0 2.0 1.0 20.0 1.0 2.0 1.0
17 a 36.0 1.0 0.95 0.80 0.90 0.82 5.2 22.51.0 2.0 1.0 2.0 1.0 15.0 1.0
18 a 31.4 0.8 0.78 0.85 0.90 0.29 1.3 14.41.0 2.0 1.0 4.0 1.0 2.0 1.0

0.25 0.24 12.0 1.3 1.0 20.0 1.0 10.0 1.0
19 a 32.0 1.2 1.08 0.80 0.90 0.42 1.6 27.11.0 2.0 1.0 1.5 1.0 10.0 1.3

a) only upper limits of radio fluxes available;̇M maximum radio mass-loss rate.
b) He assumed to be recombined in radio region.
c) upper limit, since non-thermal radio emitter;Ṁ from 2 cm flux.
d) Ṁ from Hα , since radio fluxes (upper limits only) give larger value.
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For six objects, on the other hand, the maximum mass-loss rate could not be uniquely constrained, and

the quoted limits correspond to the largest value consistent with the data. In five of these cases (denoted

by superscripts “a”), all radio fluxes are upper limits only whilst for Cyg OB2#8A (No. 10, a non-thermal

emitter) the adopted maximum mass-loss rate relies on the 2 cm which gives the lowest (radio)̇M within

the available data set (see Sect. 5.1.1). In addition to these objects, three more stars (HD 190429A (No. 2),

HD 34656 (No. 13 ), and HD 37043 (No. 18, SB2!)) have somewhat peculiar radio fluxes, and might also

be non-thermal emitters.

Mostly because of these peculiarities, we have given two possible solutions for HD 190429A (No. 2),

HD 37043 (No. 18) and also HD 24912 (No. 14) in Table 5.3, comprising a minimum and maximum solution

with respect to the (relative) clumping properties. For thelatter two, the 2nd entries are the more plausible

ones, whereas for HD 190429A both solutions have similar problems (though the difference is not as large

as for the other two stars).

Indicated by their number appearing in bold face, the remaining objects have well-constrained clumping

properties, i.e., the derived results are robustif β is not too different from the values derived or adopted here

The latter quantity has been specified as follows. For objects with Hα in emission and of intermediate

type, we have used the values from our unclumped analyses (see Tables 5.1, present study, and Table

5 of Puls et al. 2006) wherever possible, i.e., if satisfactory fits could be achieved. This turned out to

be true in almost all cases, with the notable exception ofζ Pup, where our clumped analysis favours a

much lower value (βcl = 0.70) than previously found. For most objects with Hα in absorption (except

Cyg OB2#8C, No. 1 and HD 34656, No. 13), because of missing constraints we used the “standard” value

(from hydrodynamical models) ofβ = 0.9, to obtain at least consistent results. Further consequences of this

uncertainty are discussed in the next section.

For those stars where Hα is of P-Cygni shape, or displays a well-refilled absorption trough, conclusive

limits could be derived regarding the maximum value ofr in, i.e., the maximum extent of a potentially

unclumped region. In all cases, this region lies below 1.2R⋆ .

In addition to the derived clumping factors which representthe best-fitting solution, we also provide

maximum values forf mid
cl and f out

cl which are still consistent with our data, and can be restricted further

only by additional far-IR and sub-mm observations. For the first 11 objects in Table 5.3,f mid
cl could be

constrained from the wings of Hα , either for the entirety of region 3 or, if indicated, at least out tor ′out. For

the other objects, the wind density is too low to induce significant reactions in either Hα , or the IR when

the clumping properties in region 3 are changed, such that more definite statements are not possible.
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5.1.7 Errors in the derived clumping factors

In the following, I will concentrate on the errors introduced into the derived clumping factors; errors in the

mass-loss and modified wind-momentum rates are dominated byerrors in the angular diameter and radius,

but do not affect the major outcome of our investigation.

Let me first mention that during our detailed fits we found nosystematicproblem concerning an under-

estimation of theN- andQ-band fluxes, so that at least our absolute flux calibration seems to be appropriate

(see Sect. 5.1.2). On the contrary, for some objects (Q-band: HD 15570;N-band: Cyg OB2#11, #10 and

HD 207198), these fluxes lie above our predictions for the best-fitting model. To investigate this point in

more detail, however, additional fluxes in the mid- and far-IR are required.

Errors introduced by uncertainties in the radio continuum Changingf in
cl and f mid

cl by identical fac-

tors and adaptinġM accordingly, until the observed radio fluxes could no longerbe matched, we found that

the clumping factors in the regions traced by Hα (i.e., belowr = 3. . .5) are accurate (on an absolute scale)

to within 20 to 50%, whereas theratio of the clumping factors in the various regions remains preserved.

Extreme cases regarding this uncertainty in the radio fluxesare HD 190429A, HD 14947 and Cyg OB2#11

(cf. Table 8 (3rd column) of Puls et al.)

The degeneracy ofβ and clumping factors in the inner wind. As noted in the previous section, the

strength of the core of Hα is highly sensitive to the value of the clumping factor in theinner part of the wind,

belowr ≈ 2R⋆. But it is also sensitive to the value of the velocity exponent, β, and in a similar way: larger

values of bothβ and clumping factors lead to more emission in the line core, giving rise to an unfortunate

degeneracy.

This degeneracy requires an investigation into the question of how far any uncertainty inβwill propagate

into the errors offcl . To this end, we have variedβ and determined the appropriate values off in
cl and f mid

cl

such that the quality of our Hα fit remained preserved. For profiles with Hα in emission and of intermediate

type, the minimum and maximum values ofβ were taken from those solutions which were still compliant

with the observed profile shape. For objects with Hα in absorption, we used reasonable limits, atβ = 0.7

andβ = 1.1, respectively. Larger values could usually be excluded from the profile shape, whereas in

certain cases a lower value (though being larger than the physical limit, β ≥ 0.5) might still be possible.

This procedure is somewhat similar to our approach to resolving the alternativeβ vs. Ṁ degeneracy in

homogeneous winds, wheṅM is derived from Hα alone.

The results of this investigation are summarized in Table 8 of Puls et al.. As expected, for stars with Hα

in emission, the uncertainty inβ is not dramatic. This uncertainty leads to an average uncertainty in f in
cl of

about± 30%, whereas for objects with Hα in absorption, much larger uncertainties are possible (factors of
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Figure 5.9:Left: Clumping factors,f in
cl (region 2), for our sample, as a function of the distance-invariant

quantity, logQ′. Asterisks: objects with Hα in emission; diamonds: objects with intermediate Hα profile
type; triangles: objects with Hα in absorption. Black colors: objects with definite maximum mass-loss
rates (corresponding to bold-face entries in Table 5.3). Grey colors: objects with upper limits foṙM and
corresponding lower limits forf in

cl . Maximum values off in
cl correspond to minimum values ofβcl, and vice

versa for the minimum values. The open triangles with solid error bars display the high-̇M –weak-clumping
solution for HD 24912 and HD 37043, and the open triangles with dashed error bars the alternative low-Ṁ –
strong-clumping solution for these objects.
Right: As left, but for the ratiof mid

cl / f
in
cl , and objects with Hα in emission or of intermediate profile type

only. The star with the lowest ratio (0.3) isζ Pup. For the three objects with a given interval forf mid
cl

(Cyg OB2#7, HD 15570 and Cyg OB2#8A, see Table 5.3), we have used the mean value regarding this
interval.

between 2 and 7), ifβ were 0.7 instead of 0.9.

An interesting outcome of this analysis furthermore shows that if low-density winds (Hα in absorption)

were to have a velocity field exponent larger than the standard one (e.g., 1.1 instead of 0.9), the differences to

the objects with Hα in emission would become even more pronounced: in this case,the outer region would

be even more clumped than the inner one. Only ifβ were close to its lower limit, would the clumping

properties of some of the thin winds become similar to those of high-density winds.

Concerning the resulting uncertainties forf mid
cl (region 3), the situation for Hα emission type objects is

similar as forf in
cl . The average minima and maxima lie∼ ± 20% below and above the best-fitting value of

β. For the objects with weaker winds, on the other hand,f mid
cl still remains unconstrained, and in all cases

the upper limits as already quoted in Table 5.3 remain valid.

5.1.8 Clumping properties as a function of wind density

Fig. 5.9 (left panel) displays the derived clumping factorsfor region 2 (i.e., the first clumped region) as a

function of logQ′ = log Ṁ/R1.5
⋆ , i.e., a quantity which is closely related to the mean wind density, but is

additionally distance invariant. Remember that in the present contextṀ is the largest possible mass-loss

rate, and that most of the derived factors refer to outermostclumping factors set to unity. In other words,
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they have to be regarded as a measurement of the clumping properties of the inner windrelative to the

outermost one.

The most important conclusions which can be drawn from this figure are the following. For thinner

winds with logQ′ ≤ −7.5 (objects with Hα in absorption or of intermediate type plusα Cam),the inner

wind seems to be clumped by a similar degree as the outermost one, at least if we discard the alternative

low-Ṁ –strong-clumping solutions for HD 24912 (No. 14) and HD 37043 (No. 18) (open triangles with

dashed error bars). Note that if the latter solutions were the actual ones (and we have indicated that this is

rather possible), then both stars are behaving completely different to the other absorption-type stars.

On the other hand, for stronger winds (almost all stars with emission profiles, plus Cyg OB2#8A),the

inner wind seems to be more strongly clumped than the outermost one, with an average ratio of 4.1± 1.4.

Of course, for this class of objects there is also the possibility that we encounter moderately (f in
cl ≈ 3) and

stronger (f in
cl ≈ 5) clumped lower wind regions, or that the degree of clumpingdecreases again towards the

largest wind densities. However, due to the restricted number of objects, the influence of temporal variations

(Sect. 5.1.1) and the error introduced by the uncertainty ofthe continuum flux level, such statements cannot

be verified at the present time.

Fig. 5.9 (right panel) displays the ratio of clumping factors in the intermediate and inner part of the

wind, for objects with Hα in emission or of intermediate type. Obviously, in most cases, the clumping

properties in both regions are either similar, or the (average) clumping factors increase moderately from

region 2 towards region 3, at most by a factor of 2. For objectswith Hα in absorption, on the other hand,

at least upper limits for the clumping factors in region 3,f mid
max, could be derived. For three well-constrained

objects, HD 203064 (No. 15), HD 207198 (No. 17) and HD 209975 (No. 19), these upper limits lie between

1.5 and 2, i.e., they might be twice as large as the corresponding values forf in
cl , but are still rather low. For

the remaining stars, the maximum values forf mid
cl lie in between 4 and 25, but only for HD 24912 is a large

value actuallyneeded, if the observed emission humps are to be interpreted in terms of clumping andβwere

of order 0.9 or larger (see above).

Concerning the clumping properties in region 4 (15≤ r ≤ 50), finally, definite statements are only

possible for those 3 stars observed in the mm region, namelyζ Pup (No. 4), HD 15570 (No. 3) and

HD 210839 (No. 7). The first of these objects,ζ Pup, displays the only notable exception concerning the

ratio of f mid
cl and f in

cl , namely that region 3 is much less clumped than region 2. In other words, maximum

clumping must be close to 2R⋆ , or even lower. For this star, thederivedclumping factor for region 4

(extending from 15 to 50R⋆ ) is even lower than for region 3: at most,f out
cl ≤ 1.8.

For HD 15570, (No. 3) on the other hand, regions 2 and 3 are similarly clumped, and the derived

clumping factor might increase even further towards region4, with f out
cl being 5 to 20 times larger than
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Figure 5.10: Wind-momentum–luminosity relation for our sample. Modified wind-momentum rate.Left:
mass-loss rates derived from Hα , usinghomogeneousmodels. Right: largest possible mass-loss rates.
Upper limits indicate those cases where radio fluxes are upper limits and/or non-thermal emission cannot
be excluded. Asterisks: objects with Hα in emission; diamonds: objects with intermediate profile type;
triangles: objects with Hα in absorption. Dashed line indicates theoretical prediction by Vink et al. (2000).

the average clumping in the radio-emitting region. For thisobject, the mm measurements from are

extremely valuable, though the rather large error bars leave the situation not as clear as desirable.

Forλ Cep (HD 210839, No.7), finally, the intermediate region is more heavily clumped than the inner

one, whereas region 4 could be constrained (again via observations) to display clumping factors

between 1 and 8.

In summary, at least one of these three objects is rather weakly clumped in region 4. Although the same

might be true for the other two stars (accounting for the lowest possible fluxes), a significantly clumped

outer region is more probable.

5.1.9 Wind-momentum–luminosity relation

Before discussing some further implications of our findings, let me consider the wind-momentum–

luminosity relation for our stellar sample, accounting forthe results I have outlined above. Fig. 5.10 displays

two such relations, in comparison with the theoretical predictions by Vink et al. (2000). The left panel shows

the results using Hα mass-loss rates derived by unclumped models, updated for a re-determined stellar ra-

dius. As already noted in the beginning of this chapter, objects with Hα in absorption and of intermediate

type are perfectly consistent with the predictions (exceptfor a few objects at logL/L⊙ < 5.35), whereas

objects with Hα in emission populate a strip parallel to, but above, the predictions. Only the large-distance

solution forζ Pup lieson the relation, whereas the low-distance solution displays the same discrepancy as

the other stars (both solutions indicated by “ZP”).

In the right panel, our new results, with mass-loss rates from Table 5.3 are displayed. These mass-loss
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rates are the largest possible ones, and are essentially theradio mass-loss rates if the winds were unclumped

in the radio-forming regime. Except for this assumption, the largest errors present in this figure are due

to errors in the distance estimate. What is obvious from thisplot, however, is that the agreement between

observations and theoretical predictions has significantly improved. Almost all objects now lie very close

to the theoretical relation,independent of profile type.

The reason, of course, is that the newly derived (radio) mass-loss rates for emission-profile objects are

smaller than the Hα mass-loss rates (see Table 5.3, column “ratio”), by an average factor of 0.49± 0.10.

Most interestingly, this is almost exactly the same factor which has been claimed in Markova et al. (2004)

(0.48, drawn from a much larger sample), and which has been used a priori in our de-reddening procedure

(see Sect. 5.1.3). A factor of the same order (0.42) has also been found by Fullerton et al. (2006), for

a sample comprising objects similar to those considered here. For objects with Hα in absorption and of

intermediate type, Hα and radio mass-loss rates agree well, and they remain at their “old” position. Note

that for the only absorption-type object in the sample of Fullerton et al. with Hα and radio data available in

parallel (HD 149757), a comparable agreement was found, supporting our results.

Whereas the “new” WLR agrees extremely well with the theoretical predictions for objects with

logL/L⊙ > 5.35, the three best-defined absorption-type stars at the lower luminosity end of our sample

(HD 203064, HD 207198 and HD 209975) lie too high, by a factor of ≈ 2.5. To unify these objects with the

others by clumping argumentsalonewould require that they have to be much more clumped in the radio

regime (on an absolute level).

Of course, one might argue that this problem is not related to(unknown) physics, but to wrong distances

and radii. Though this might be possible given the mean errors in modified wind-momentum rate (0.13 dex)

and luminosity (0.19 dex) derived for Galactic objects (Markova et al. 2004), it is more plausible to invoke

physical reasons, since we have to explain an identical problem for three different stars (with differentTeff )

at identical positions in the diagram.

Again, I stress that all displayed positions rely on the derived, largest possiblemass-loss rates. If the

radio regime were clumped, downward corrections become necessary. In this case, however, the displayed

agreement would be pure coincidence.

5.2 Summary

An extensive and detailed discussion on the major implications of the results outlined in this chapter can be

found in Puls et al. (2006), while in the following I will onlysummarize the main outcomes.

In this investigation, we have performed a simultaneous analysis of Hα , IR, mm (if present) and radio
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data to constrain the radial stratification of the clumping factor in a sample of 19 O-type supergiants/giants,

with dense and moderate winds (Hα in emission and absorption). All analysis tools used involve certain

approximations, but we have ensured that the derived results comply with state-of-the art NLTE model

atmospheres, by comparing and calibrating to a large grid ofsuch models. Clumping has been included in

the conventional approach, by manipulating allρ2-dependent opacities and assuming the inter-clump matter

to be void. Caveats to this assumption and other problems inherent to this approach, namely the neglect of

disturbances of the velocity field due to the clumps, and the assumption of small length scales, related to

the problem of porosity, are given in Puls et al. (2006).

Instead of adapting the clumping-factor ateachradial grid point (which is possible only if using op-

timization methods, requiring a well-sampled observed wavelength grid), we have introduced 5 different

regions, with constant clumping factors inside each region. Because all our diagnostics depends onρ2 (ex-

cept for the small contribution by electron scattering), the most severe restriction within our approach is

given by the fact that we cannot derive absolute clumping factors, but only factors normalized to a certain

minimum. Since in all but one case (HD 34656) this minimum wasfound to be located in region 5 (or, in

other words, since in all those cases the radio mass-loss rate is the lowest), our normalization refers to the

radio regime, and the corresponding (radio) mass-loss rateas derived here is the largest possible one. Other

solutions are possible as well, with all clumping factors multiplied by a constant factor,f , and a mass-loss

rate reduced by
√

f .

Our analysis is based on Hα line profiles, near-/mid- /far-IR fluxes taken from our own observations

and the literature (de-reddened as detailed in Sect. 5.1.3), mm fluxes observed by/ (own and

literature data), and radio data taken from our own VLA observations and the literature. We have dis-

cussed the issue of non-simultaneous observations: based on present - day observational facts, the Hα , IR

and radio variability of thermal emitters is low enough so asnot to pose any problems for our study, at

least if the derived results are considered in a statisticalsense. Within our sample, there is only one con-

firmed non-thermal emitter (Cyg OB2#8A), and three more objects display somewhat peculiar radio fluxes

(HD 190429A, HD 34656, see above, and HD 37043). These objects might be non-thermal emitters as well,

but this has to be confirmed by future observations. In any case, the derived mass-loss rates (from the

minimum radio flux) can be considered as an upper limit.

As it turns out, the core of Hα provides very useful diagnostics for the clumping properties in the inner

wind (r ≤ 2R⋆), and, if in emission, the wings can be used to constrain the clumping inside the first five

stellar radii, with an additional check provided by IR data.If mm fluxes were available, the outer wind

(15R⋆ ≤ r ≤ 50R⋆) could be constrained as well. Only the region between 5R⋆ ≤ r ≤ 15R⋆ remains “terra

incognita” in most cases, due to missing far-IR fluxes.
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For ten stars in our sample (six with Hα in emission, one of intermediate type and three with Hα

in absorption), the derived clumping factors are robust andlie within well-constrained error bars. For

six stars (including Cyg OB2#8A), only upper limits for the radio mass-loss rate are available, and the

derived clumping factors have to be considered as lower limits. Obvious differences to the best-constrained

objects were not found though, except for HD 24912, which behaves atypically. The three remaining objects

constitute HD 34656, which is the only object in our sample with an Hα mass-loss rate lower than the radio

mass-loss rate (and as such has been discarded from our further analysis), HD 37043, which exhibits similar

problems to HD 24912 (but has a better-constrained radio mass-loss rate), and HD 190429A, which displays

a certain degree of radio-variability. Taking the various results together, I can summarize our findings as

follows:

• for almost all objects (except for 3 stars with Hα in absorption and logL < 5.35L⊙), the derived

(radio) mass-loss rates are in very good agreement with the predicted wind-momentum–luminosity

relation (Vink et al. 2000), in contrast to previous resultsrelying on unclumped Hα data alone. If

ζ Pup is located at the “close” distance, then it behaves as therest. If, on the other hand, it is located

further away, its (radio) wind-momentum rate would lie considerably below the predictions.

• the mean ratio of radio mass-loss rates to unclumped Hα mass-loss rates for stars with Hα in emission

is 0.49± 0.10. This is almost exactly the same factor as found in Markova et al. (2004), by shifting

theobservedWLR (using unclumped models) for these objects onto thepredictedone. It also agrees

well with recent findings from Fullerton et al. (2006).

• the average, normalized clumping factor in the innermost region (r ≤ 2R⋆) of stars with Hα in

emission is∼ 4.1± 1.4.

• thinner winds with Hα in absorption have lower normalized clumping factors in this region. For all

three stars with robust constraints, these factors are similar to those in the radio region, at least if the

velocity exponent is not too different from the hydrodynamical prediction,β ≈ 0.9. Factors of the

order of f in
cl ≥ 2 can be excluded, due to the sensitive reaction of Hα .

• for all objects where Hα is of P Cygni shape, or displays a well-refilled absorption trough, the maxi-

mum extent of a potentially unclumped region can be limited to lie insider ≤ 1.2R⋆.

• in most cases, the clumping factors in the inner and adjacentregion (2R⋆ ≤ r ≤ 5. . .15R⋆) are

comparable or increase moderately from inside to outside. Only for ζ Pup, does our analysis restrict

the maximum clumping atr ≤ 2R⋆.
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• the presence of clumping introduces a new degeneracy in the results, namely between the velocity

field exponent,β, and the clumping factors. Ifβ is lower than assumed or derived from the fits, the

clumping factors are larger, and vice versa. Extreme deviations ofβ from values obtained from an

unclumped analysis can be excluded though. Interestingly,a perfect fit forζ Pup requiresβ = 0.7,

contrasted withβ = 0.9 from unclumped diagnostics (Repolust et al. 2004).

• two of the three stars with mm-observations (HD 15570 and HD 210839) indicate a certain probability

that the outer region 4 (15R⋆ ≤ r ≤ 50R⋆) is considerably more clumped than the radio domain (but

remember the rather large error bars on the mm data), whereasthe third star,ζ Pup (with negligible

observational errors), displays similar clumping properties in both regions.

• Our results differ from hydrodynamical predictions (incorporating the intrinsic, self-excited line-

driven instability, Runacres & Owocki 2002, 2005) at least in one respect: the latter imply a larger

radio than Hα mass-loss rate (or, alternatively, lower clumping in the inner than the outer wind),

which is definitely not true for our sample.

The major implications of the above outlined findings can be stated within three different assumptions

concerning the clumping properties of the outermost regions:

1) The radio region is not, or only weakly, clumped.In this case, our “old” hypothesis (concerning

a shift of mass-loss rates for objects with Hα in emission, due to clumping) would be confirmed, but there

would be a physical difference between denser and thinner winds, in the sense that thinner winds would

be less clumped than thicker winds in the inner region. This difference might then be related to different

excitation mechanisms of structure formation. If assumption (1) were true, the theoretical WLR would

be perfectly matched. On the other hand, the absolute numbers for clumping factors and mass-loss rates

would be in severe contrast to results from other investigations that have used alternative diagnostics, not

directly affected by clumping (e.g., the P resonance lines).

2) The radio region is strongly clumped, but the outermost clumping factors are independent of

wind density. In this case, a unification with results from other diagnostics is possible, and the present

mass-loss rates would have to be significantly revised, withserious implications for the evolution of, and

feedback from, massive stars. Again, weaker winds would be less clumped in the inner region, and the the-

oretical WLR would no longer be matched. One of the most robust predictions from radiation-driven wind

theory, namely that the modified wind-momentum rate should depend almost exclusively on luminosity

(and not on mass or gravity), would still be consistent with our data, even if there were an offset between
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the theoretical and observed WLR.

3) The radio region is strongly clumped, but the degree of clumping is different for different wind

densities. This case is also consistent with present data, but would again imply, in addition to different

offsets between the theoretical and observed WLR, that the observed WLR is dependent on a second pa-

rameter. Obviously, the implications of all three assumptions pose their individual problems, and would

have different consequences regarding the urgent question about the“true” mass-loss rates of massive stars.

At these circumstances the real question now concerns the absolute value of the clumping factors. The

only way to clarify this issue is the inclusion of processes which do not depend onρ2. One such diagnostic is

P (Massa et al. 2003; Fullerton et al. 2004, 2006) which under favourable circumstances scales∝ ρ alone.

The major problem here arises from the uncertainties regarding the ionization fraction of this ion, which

might be additionally contaminated by the UV-tail of the X-ray emission. Assuming that P is a major ion

between O4 and O7, Fullerton et al. (2006) derived a median reduction inṀ (compared to homogenous Hα

and radio diagnostics) by a factor of 20, where thin winds seemed to be more affected than thicker ones.

Note that this would imply clumping factors of the order of 100 in the radio regime!

Detailed NLTE investigations accounting for clumping, on the other hand, are only in their infancy,

and again, the inclusion of X-ray effects is a difficult task. The only object within our sample which

can be compared with such an investigation is HD 190429A, analyzed by Bouret et al. (2005). In their

conclusions, the authors quote a reduction of a factor of three in Ṁ , compared to a homogeneous mass-

loss rate of 6·10−6M⊙/yr derived from the far-UV, exploitingρ- andρ2-dependent processes in parallel,

and accounting for a consistent ionization equilibrium. Though the implied clumping factor would be not

too different from “our” value, on an absolute scale there are much larger differences. Comparing their

final mass-loss rate (1.8·10−6M⊙/yr, with R⋆ = 19.5R⊙ andv∞ 2̄300 km s−1 ) with our radio mass-loss

rate (7.5. . . 9.5·10−6M⊙/yr, with R⋆ = 22.7 R⊙ andv∞ = 2400 km s−1 ), this would suggest a strongly

clumped radio regime, withf far
cl ≈ 10. . .16, at least if there have been no major changes in the averagewind

properties between their UV and our radio observations. Additionally, Bouret et al. (2005) point to the fact

that the predictions by Lenorzer et al. (2004) concerning Brα indicate that the outer winds “would be less

affected by clumping”, compared to the regions they could access. Thus far, the situation remains unclear.

Notably, the other object investigated by Bouret et al. (2005) is an object with Hα in absorption, and

for this object they find a reduction iṅM by a factor of 7 (again with respect to UV observations alone).

This result would agree with our statement from above that thin winds are expected to be more strongly

structured than thick winds, at least if the latter are not externally triggered by photospheric disturbances.

Accounting for these findings and other investigations withsimilar results (e.g., Hillier et al. 2003;
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Bouret et al. 2003), there seems to be increasing evidence that the agreement between the theoretical and

observed WLR (which, if real, would imply a smooth wind in theradio regime) is indeed just coincidence,

and that the radio regime must be strongly clumped, maybe even more strongly than presently described by

hydrodynamics.

Aside from the major implications such a reduction of mass-loss rates would have, e.g., regarding stellar

evolution in the upper HRD and feedback from massive stars, such a result would also lead to the following

problem: since the present theoretical WLR originates fromconsistent calculations of the radiative line

force, lower wind momenta would imply that too much radiative pressure is available. A reduction of this

quantity, however, is rather difficult.

Finally, let me note that a significant down-scaling of mass-loss rates would unfortunately also affect

stellar parameters (again!). For theρ2-dependent results derived here, such scaling is easily possible, with-

out modifying any result.Photosphericlines, on the other hand, might be differently affected by a strongly

clumped, but weaker wind, since they do not always scale withQ, but depend on other combinations ofṀ ,

R⋆ andv∞ as well.



Chapter 6

Theory and observations

In this chapter, empirical results derived troughout our long-term extensive survey of Galactic OB-star

winds will be confronted to theoretical predictions. In Sect. 6.1 to 6.4, I will examine in how far the pre-

dictions of Vink et al. (1999, 2000), obtained via a Monte Carlo technics, are followed by the observations.

We chose to compare to these predictions because they seem tobe superior to those originating from the

improved CAK approach (Vink 2006). In Sect. 6.5, on the otherhand, results derived via our combined

Hα , IR and radio investigations will be compared to predictions of Runacres & Owocki (2002) about the

radial stratification of the clumping factor in O-star winds. This way successes, but also failures, of the

corresponding theories will be revealed, which might be used as guidelines for further developments and

improvements of both the theory and the observations.

6.1 Monte Carlo predictions

In Chapter 1, Sect. 1.3, I have pointed out that the radiationdriven wind theory is the most promissing

attempt to account for the effects of stellar wind in hot massive stars. In addition, I havealso mentioned that

within thestandardtheory, two basic approaches to predict wind properties exist: hydrodynamical methods

based on the improve CAK theory (e.g., Pauldrach et al 1990; Kudritzki 2002; Pauldrach et al 2004), and

methods based on Monte Carlo radiative transfer techniques(e.g., Vink et al. 1999, 2000, 2001). The major

difference between these two approaches is that in the later casethe effects ofmultiple scatteringcan be

taken into account. Here I will open a bracket to say that due to the velocity gradient, a photon scattered

in a given spectral line has no chance to be scattered again inthat same line anywhere in the wind, and

will therefore effectively escape, unless it is not scattered inanotherspectral line of lower frequency1. The

1Remind that for each point in an accelerating wind the surrounding is receding.
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absorption of photons in different spectral lines is calledmultiple scattering.

The best theoretical reason to believe thatmultiple scatteringis important, is the considerable line over-

lap seen in the UV spectra of hot stars which offers photons the possibility to multiply scatter. Concerning

the observational evidence, the most striking example is the so-called “momentum problem” in WR stars,

where the wind momentum efficiency,η, (= Ṁv∞
L⋆/c

), was found to exceed unity. Note that in thesingle scatter-

ing limit, every photon transfers its momentum just once to the wind material, and thus the wind momentum

Ṁ v∞must be equal to the radiative momentumL⋆ /c, i.e.,η = 1 (see, e.g., Vink et al. 1999 and references

therein).

Using a Monte Carlo technique in whichmultiple scatteringsare properly taken into account, Vink et

al. (2000) have calculated a grid of wind models covering a wide range of stellar parameters troughout the

upper part of the Hertzsprung-Russell diagram. In these models the photosphere and the wind are treated

in a unified manner; the level populations of the iron-group elements are calculated within the nebular

approximations, and the mass-loss follow from a global energy arguments.

Based on this model grid, the authors obtain two analytical expressions to calculate mass-loss rates of

OB stars:

logṀ = −6.697+ 2.194log(L⋆/105) − 1.313log(M⋆/30)

−1.226log
v∞/vesc

2.0
+ 0.933log(Teff/40000)

−10.92
[

log(Teff/40000)
]2 (6.1)

for stars withTeff between 50 and 27.5 kK andv∞ /vesc=2.6, and

logṀ = −6.688+ 2.210log(L⋆/105) − 1.339log(M⋆/30)

−1.601log
v∞/vesc

2.0
+ 1.07 log(Teff/20000) (6.2)

for stars withTeff between 15 and 22.5 kK andv∞ /vesc= 1.3. In both expressionṡM is in M⊙ yr−1; L⋆ and

M⋆ are in solar units, andTeff is in Kelvin. Note also that the dependence ofṀ on the velocity exponent

β (see Eq. 1.9) has been found to be significantly smaller than that on the other parameters, and thus this

dependence is omitted from Eqs. 6.1 and 6.2.

By means of their model grid, Vink et al. (2000) have also derived the “theoretical” WLR for the two

ranges ofTeff at either side of the bi-stability jump as follows:

Πtheory= −12.12+ 1.826log(L/L⊙) (6.3)
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for Teff ≥27 500 K, and

Πtheory= −12.28+ 1.914log(L/L⊙) (6.4)

for 12 500≤Teff ≤22 500 K. Note that the predicted wind momenta for hotter stars (Teff ≥27.5 kK) are sig-

nificantly lower than those for cooler (Teff ≤22.5 kK) ones. Note also that the slopes of the two relations are

somewhat different resulting in different values ofα′ (Remind thatα′ = α − δ), namely :

α′ =
1

1.826
= 0.548, Teff ≥ 27500 (6.5)

α′ =
1

1.914
= 0.522, 12 500≤ Teff ≤ 22 500 (6.6)

These findings are particularly important because they indicate that one cannot expect a universal WLR

over the complete spectral range of OB-stars, nor does one expect a constant value ofα′ (Vink et al. 1999,

see also Puls et al. 2000).

Contrary to earlier comparisons where systematic discrepancies have been reported (see Lamers &

Leitherer 1993; Puls et al. 1996), Vink et al. (2000) find goodcorrespondence between their predictions

and observational mass-loss (from radio and Hα ) and wind momentum rates for a large sample of O stars.

This finding has been interpreted as an indication that in these stars “multiple-scattering” is important while

effects due e.g., to magnetic fields, clumping, and stellar rotation are likely not significant (however see

Sect. 6.3).

6.2 The bi-stability jump

The solutions of the hydrodynamical equations for stationary, spherically symmetric line-driven winds

(Eqs.1.7 and 1.8) with radiative line acceleration as outlined in Sect 1.4.1 predict the terminal flow velocity

to be proportional to the escape velocity:

v∞ ∝
α

1− α
vesc (6.7)

vesc=
√

2GMeff/R⋆ (6.8)

whereMeff is the effective mass, i.e. the mass corrected for the radiative forcedue to electron scattering and

G is the gravitational constant. Note that the value ofv∞ depends onα, the power law exponent of the line

strength distribution function (see Eq. 1.3), in sense thata steep line-strength distribution function (smallα,

many weaker lines) will produce a slow wind, whereas a flatterfunction (largeα, more stronger lines) will

lead to a faster wind. Note also that thev∞ /vesc ratio was predicted to depend onTeff as well.
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Figure 6.1: Thev∞ /vescratio as a function of logTeff (from Markova & Puls 2008). Diamonds represent
a combined sample of Galactic SGs of O- (from Repolust et al. 2005; Markova et al. 2004; Herrero et al.
2002) and B-types (from Sec. 2.2 and from Crowther et al. 2006; Urbaneja 2004; Lefever et al. 2007).
Asterisks/plus-signs refer to the early/mid B supergiants from the sample by Kudritzki et al. (1999).Large
diamonds correspond to the potentially misclassified B5-objects HD 191 243 and HD 108 659. The triangle
denotes the hypergiant HD 152 236 and the three squares - the various positions of HD 53 138 as derived by
Crowther et al. (2006), Lefever et al. (2007) and Kudritzki et al. (1999) (references ordered by increasing
Teff ). Individual errors extend from 33% to 43%. See text.

The existence of a correlation betweenv∞ , on the one hand, andTeff andvesc, on the other, was for

the first time demonstrated empirically by Abbot et al. (1978, 1982). These earlier findings have been

confirmed by more recent investigations (e.g., Howarth & Prinja 1989; Prinja et al. 1990; Lamers et al.

1995; Haser et al. 1995), which furthermore provide quantitative coefficients to describe the correlations on

a solid statistical base. In particular, it was found thatv∞ experiences a dramatic decrease from∼2.6vesc,

for supergiants earlier than B1, to∼1.3vesc, for those later than B1.

The presence of a jump inv∞ , called abi-stability jump, is theoretically explained as due to changes in

ionizations: winds of hotter stars are mainly driven by highionization lines of C, N, O, etc in the Lyman

continuum, whereas those of cooler stars, withTeff between 20 and 10 kK, are mainly driven by a large

number of metal lines in the Lyman and the Balmer continuum (Pauldrach & Puls 1990; Vink et al. 1999,

2001). Another jump, caused by similar reasons, is predicted to appear at 10 kK, but these predictions have

not been observationally proven yet.

Interestingly, more recent observations (Crowther et al. 2006, see also Evans et al. 2004) have ques-

tioned the presence of a “jump” inv∞ at spectral type B1, and argued in favor of a gradual decreasein

v∞ /vesc, from ∼3.4 above 24 kK to∼1.9 below 20 kK. In the following, I will comment on our new find-

ings regarding this problem.
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First, let me define the “position” of the jump by means of the data from the OBA-supergiant sample as

defined in Sect 2.2.5 (excluding the “uncertain” object HD 198 478). As illustrated in Figure 6.1, two tem-

perature regimes, with considerably different values ofv∞ /vesc, can be identified, connected by a transition

zone. In the high temperature regime (Teff > 23 kK), our sample providesv∞/vesc≈ 3.3± 0.7, whereas in

the low temperature one (Teff < 18 kK), we findv∞/vesc≈ 1.3± 0.4. (Warning: The latter estimate has to

be considered cautiously, due to the large uncertainties atthe lower end wherev∞ = vesc has been adopted

for few stars due to missing diagnostics.) Note that the individual errors forv∞/vesc are fairly similar, of

the order of 33% (for∆MV = 0.3,∆logg= 0.15 and∆v∞ /v∞ = 0.25) to 43% (in the most pessimistic case

∆MV = 1.0), similar to the corresponding Fig. 8 by Crowther et al..

In the transition zone, on the other hand, a variety of ratios are present, thus supporting the findings

of Crowther et al. (2006) and Evans et al. (2004). Obviously though, large ratios typical for the high

temperature region are no longer present from the center of the transition region on, so we can define a

“jump temperature” ofTeff ≈ 20,000 K. Nevertheless, we have shifted the border of the high- temperature

regime toTeff = 23kK, since at least low ratios are present until then (note the dashed vertical and horizontal

lines in Fig. 6.1). The low temperature border has been defined analogously, as the coolest location with

ratios> 2 (dotted lines).

By comparing our (rather conservative) numbers with those from the publications as cited above, we

find a satisfactory agreement, both with respect to the borders of the transition zone as well as with the

average ratios ofv∞ /vesc. In particular, our high temperature value is almost identical to that derived by

Crowther et al. (2006); Kudritzki & Puls 2000 provide an average ratio of 2.65 forTeff > 21 kK), whereas

in the low temperature regime we are consistent with the latter investigation (Kudritzki & Puls: 1.4). The

somewhat larger value found by Crowther et al. results from missing latest spectral subtypes.

6.3 The Wind-momentum Luminosity Relationship

As outlined in Section 1.4.2, the radiation-driven wind theory (CAK approach) predicts that the mass-loss

rates should obey the following scaling law:

Ṁ ∝ (kL)
1
α′ (Meff/D

′)1− 1
α′ (6.9)

whereα′ = α − δ, andD′ is a parameter related to the chemical composition. (Note that in this expression,

the dependence oḟM on D′ is explicitely given while in Eq. 1.11, this dependence has been omitted.) This

relation can in principle be used to compare observed and predicted mass-loss rates, but due to the strong
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Figure 6.2: WLR for Galactic O (triangles) and B (diamonds and asterisks) SGs (from Markova & Puls
(2008)). Filled diamonds indicate B-type objects withTeff ≥21 000 K, asterisks such withTeff ≤12 500 K
and open diamonds B-types with temperatures in between 12 500 and 21 000 K. Overplotted are the
early/mid B (small plus-signs) and A-SGs (large plus-signs) data derived by Kudritzki et al. (1999) and the
theoretical predictions from Vink et al. (2000) for Galactic SGs with 27 500≤Teff ≤50 000 (dashed-dotted)
and with 12 500≤Teff ≤ 22 500 (dashed)
Error bars provided in the lower-right corner represent thetypical errors in logL/L⊙ and logDmom for data
from our sample.

dependence oḟM on M⋆ – of the order of -1.5....-0.5 for typical values ofα = 0.5...0.7 andδ = 0.02...0.1,

andD′=const – such approach would be very problematic (because of the high uncertainty ofM⋆ for single

stars).

Luckily, it turned out that the strong dependence ofṀ on effective mass can be removedi f a quantity,

called “a modified wind momentum rate”,Dmom, instead ofṀ , is to be considered (Kudritzki et al. 1995).

Then, assumingα′ ∼2/3, and taking the logarithm, the following relation, known as the Wind-momentum

Luminosity Relationship (WLR) is predicted to hold:

logDmom = log(Ṁv∞R
1
2
⋆) = x log(kLD′) + f (M, Γ,R⋆, α, δ) (6.10)

wherex = 1
α′ , and f is an only mildly varying function of stellar and force-multiplier parameters.

Thus, for a given chemical composition (D′ = const), a strict correlation oflogDmom with logL is

expected, where the slope of this relation is predicted to yield an average value ofα′=2/3, at least if the

flux-weighted number of driving lines is not too different for different spectral types (Puls et al. 2000).

On the other hand, using the Monte Carlo approach in whichmultiple scatteringis properly taken into

account, Vink et al. (2000) predicted two, instead of one unique, relations for stars at either side of the bi-

stability jump (see Eqs. 6.3 and 6.4) with somewhat smaller values ofα′ (see Eqs. 6.5 and 6.6). The vertical

offset between these relations is explained bya factor of five increasein Ṁ at the bi-stability jump (more
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lines from lower iron ionization stages available to accelerate the wind), which is only partly compensated

by the drop inv∞ . Note that the size of the jump iṅM is determined requiring a drop inv∞ by a factor of

two, as extracted from earlier observations (Lamers et al. 1995).

For solar metallicity, the presence of a strict correlationbetweenDmom andL has beenobservationally

confirmed using data originating fromunblanketedmodel analysis: by Puls et al. (1996); Herrero et al.

(2000, 2002), for O-stars ; by Kudritzki et al. (1999), for BA-supergiants, and by Kudritzki et al. (1997),

for Central Stars of Planetary Nebular (CSPN). However, theempirical results suggest that the coefficients

of the WLR vary as a function of spectral type. In particular,Kudritzki et al. (1999) were the first to point

out that the offset in the corresponding WLR of OBA-supergiants depend on spectral type, being strongest

for O-types, decreasing from B0-B1 to B1.5-B3 andincreasingagain towards A-types. In addition, the

slope of the observed WLR was found to vary as a function of spectral type:α decreases systematically

with decreasing effective temperatures. The later result is consistent with calculations from line-statistics

which predict smaller values ofα for A SGs (∼0.45) than for O-stars (∼0.6 to 0.7) (see Puls et al. 2000).

While some of these earlier findings (theoretical and observational) have been confirmed by recent

studies, utilizingblanketedmodel analysis, others have not (Repolust et al. 2004; Markova et al. 2004;

Crowther et al. 2006; Markova & Puls 2008). In particular, the results of our analysis illustrated in Figure 6.2

show that the observed behaviour of Galactic OBA supergiants does not follow the predictions of Vink et

al. (2000). Instead, the majority of O-SGs (triangles – actually those with Hα in emission, see below) follow

the low-temperature predictions (dashed line), while mostof the early B0-B1.5 subtypes (filled diamonds)

are consistent with the high-temperature predictions (dashed-dotted), and later subtypes (from B2 on, open

diamonds) lie below (!), by about 0.3 dex. Only few early B-types are located in between both predictions

or close to the low-temperature one.

These results imply that the predicted strong increase inṀ of a factor of 5 at the bi-stability jump is most

probablynot the case for a statistically representative sample of “normal” B-SGs, but more definite state-

ments become difficult for two reasons. First, both the independent (logL) and the dependent (logDmom)

variables depend onR⋆ (remember, the fit quantity is noṫM , but Q, see Sect. 2.1.3), which is problematic

for Galactic objects. Second, the wind-momentum rate is a function ofL, but not ofTeff alone, such that

a division of different regimes becomes difficult. To avoid these problems, let me firstly recapitulate the

derivation of the WLR, to see the differences compared to our alternative approach formulated below.

As noted above (see also Eqs. 1.10 and 1.11), the theory predicts that:

Ṁ ∝ (kL)
1
α′ (M⋆(1− Γ))1− 1

α′ (6.11)

v∞ = C∞vesc, vesc∝ (M⋆(1− Γ))
1
2 (6.12)
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whereα′ is the difference between the line force multipliersα − δ (corresponding to the slope of the line-

strength distribution function and the ionization parameter; for details, see Puls et al. 2000),k - the force-

multiplier parameter proportional to the effective number of driving lines andΓ - the (distance independent!)

Eddington parameter.

Multiplying Eq. 6.11 withv∞ and (R⋆ /R⊙ )1/2, and taking into account Eq. 6.12, we obtain the following

expressions for the (modified) wind-momentum rate:

Dmom = Ṁv∞(R⋆/R⊙)
1
2 ∝ C∞(kL)

1
α′ (M⋆(1− Γ))−ε (6.13)

ε =
1
α′
− 3

2
(6.14)

logDmom ≈ 1
α′

logL + D0 (6.15)

D0 =
1
α′

logk+ logC∞ + const (6.16)

where we have explicitly included here those quantities which are dependent on spectral type (and metal-

licity). Remember that this derivation assumes the winds tobe unclumped, and thatε is small, which is true

at least for O-supergiants (Puls et al. 2000).

Investigating various possibilities, it turned out that the (predicted) scaling relation for a quantity defined

similarly as the optical-depth invariant is particularly advantageous:

Q′ =:
Ṁ

R
3
2
⋆

geff

v∞
∝ k

1
α′

C∞
T

4
α′
effg−εeff , geff ∝

M⋆(1− Γ)
R2
⋆

(6.17)

logQ′ ≈ 4
α′

logTeff + D′0 (6.18)

D′0 =
1
α′

logk− logC∞ + const′ (6.19)

This relation for thedistance independentquantityQ′ becomes a function of logTeff andD′0 alone if

α′ were exactly 2/3, i.e., under the same circumstances as the WLR. Obviously,this relation has all the

features we are interested in, and we will investigate the temperature behaviour oḟM by plotting logQ′

vs. logTeff . We believe that the factorv∞/geff is a monotonic function on both sides of and through the

transition zone, as is also the case forgeff itself. Thus, the logQ′ − logTeff relation should react only on

differences in the effective number of driving lines, and on the different ratiov∞ /vescon both sides of the

transition region.

Fig. 6.3 displays our final result. At first glance, there is almost no difference between the relation on

both sides of the “jump”, whereas inside the transition zonethere is a large scatter, even if not accounting
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Figure 6.3: Modified optical depth invariant, logQ′ (Eq. 6.17, as a function of logTeff . Symbols as in
Fig. 6.1, with vertical bars indicating the “transition” region between 18 and 23 kK. Note that the mid B-
type supergiants from the Kudritzki et al. sample (plus-signs) deviate from the trend displayed by the other
objects. Regression for the complete sample (excluding HD 53 138, HD 152 236 and the Kudritzki et al.
B-supergiants) overplotted in solid; dashed regression similar, but additionally excluding the objects in the
transition region (see text).

for the (questionable) mid-B star data from Kudritzki et al.(1999).

Initially, we calculated the average slope of this relationby linear regression, and then the corresponding

slope by additionally excluding the objects inside the transition region (dashed). Both regressions give

similar results, interpreted in terms ofα′ with values of 0.65 and 0.66 (!), respectively2, and with standard

errors regarding logQ′ of ±0.33 and±0.28 dex.

If the relations indeed were identical on both sides of the jump, we would also have to conclude that the

offset,D′0, is identical on both sides of the transition region. In thiscase, the decrease inv∞ /vescwithin the

transition zone has to be more or less exactly balanced by thesameamount of a decrease ink
1
α′ , i.e., both

Ṁ andv∞ are decreasing in parallel, in complete contradiction to the prediction by Vink et al.

A closer inspection of Fig. 6.3 (in combination with the corresponding WLR of Fig. 6.2) implies an

alternative interpretation. At the hottest (high luminosity) end, we find the typical division of supergiants

with Hα in emission and absorption, where the former display an offset of a factor 2. . . 3 above the mean

relation, a fact which has been interpreted to be related to wind-clumping previously.

Proceeding towards lower temperatures, theQ′ relation becomes well defined between roughly 31kK

and the hot side of the transition zone (in contrast to the WLR, which shows more scatter, presumably due

to uncertainR⋆ ). Inside the transition zone and also in the WLR around logL/L⊙ ≈ 5.45, a large scatter

is present, followed by an apparent steep decrease in logQ′ and wind-momentum rate, where the former

is located just at the “jump temperature” of 20 kK. Note that the mid-B type objects of the Kudritzki et al.

2slope of regression should correspond to 4/α′, if the relations were unique.
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sample are located just in this region. From then on,Q′ appears to remain almost constant until 14 kK,

whereas the WLR is rather flat between 5.1< logL/L⊙ < 5.4, in agreement with the findings by Benaglia et

al. (2007, their Fig. 8). At the lowest temperatures/luminosities, bothQ′ and the WLR decrease again, with

a similar slope as in the hot star domain. This offers a possibility of a discontinuous behaviour, but, again,

in contradiction to what is predicted.

We now quantify the behaviour of the mass-loss rate in the lowtemperature region (compared to the high

temperature one), in a more conservative manner than estimated above, by using both the logQ′ relation

and the WLR. Accounting for the fact that the corresponding slopes are rather similar on both sides of the

transition zone, we define a difference of offsets,

∆D0 ≈ 1
α′
∆ logk+ ∆ logC∞ (6.20)

∆D′0 ≈ 1
α′
∆ logk− ∆ logC∞, (6.21)

evaluated with respect to “low” minus “high”. From the WLR, we have∆D0 < 0, whereas theQ′ relation

implies∆D′0 ≥ 0, to be cautious. Thus, the change in1
α′
∆ logk (which expresses the difference in logṀ on

both sides of the jump, cf. Eq. 6.11) is constrained by

∆ logC∞ ≤
1
α′
∆ logk < −∆ logC∞. (6.22)

To be cautious again, we note that∆ logC∞ should lie in the range log(1.9/2.4) . . . log(1.3/3.3)= -0.1 . . .

-0.4, accounting for the worst and the average situation (cf. Fig. 6.1).

Thus, the scaling factors of mass-loss rates on both sides ofthe jump (cool vs. hot) differ by

0.4. . .0.8 ≤ k
1
α′ < 1.25. . .2.5 (6.23)

i.e., Ṁ either decreases in parallel withv∞ /vescor increasesmarginally.

Thus, in addition to the well-known factor of two discrepancies for dense O-SG winds, the most notable

disagreement (discarding local effects within the transition zone for the moment) is found in the lowTeff /low

L B-SG domain, confirming the analysis by Crowther et al. (2006). The predictions by Vink et al. clearly

require the decrease inv∞ to beovercompensated by an increase iṅM throughout the complete mid/late

B-star regime, whereas our analysis has shown that this is not the case. At best,̇M increases by the same

amount asv∞ decreases, though a reduction ofṀ seems to be more likely, accounting for the fact that the

upper limit in Eq. 6.23 is a rather conservative estimate.
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Since the calculation ofabsolutemass-loss rates and wind-momenta is a difficult task and depends on

a number of uncertainties (see below), let me firstly consider the possibility that at least the predictions

regarding therelative change inṀ (from hot to cool objects) are correct, and that clumping affects this

prediction only marginally.

In this case, the most simple explanation for the detected discrepancy is that cooler objects are less

clumped than hotter ones. Since Vink et al. predict an increase inṀ of a factor of five, this would imply

that the clumping factors for hotter objects are larger by factors of 4 (most optimistic case) to 156 (worst

case) compared to those of cooler ones.3 Given our present knowledge (see Fullerton et al. 2006, Pulset al.

2006 and references therein), this is not impossible, but raises the question about the physical origin of such

a difference. This hypothesis would also imply thatall B-SG mass-loss rates are overpredicted, though to a

lesser extent for cooler subtypes.

In the alternative, and maybe more reasonable scenario thatthe clumping properties of OBA supergiants

were not too different, we would have to conclude that at least the low temperature predictions suffer from

unknown defects. Note, however, that a potential “failure”of these predictions does not invalidate the

radiation driven wind theory itself. The actual mass-loss rates depend on the effective number of driving

lines, and, at least in principle, this number shoulddecreasetowards lowerTeff , due to an increasing

mismatch between the position of these lines and the flux maximum (e.g., Puls et al. 2000). In Vink’s

models, it increases instead because Fe has many more lines than Fe, and because these lines are

distributed over a significant spectral range. The absolutenumber of these lines and their strengths, however,

depend on details of the available data (not forgeting the elemental abundances, Krticka & Kubat 2007),

a consistent description of the ionization/excitation equilibrium and also on other, complicating effects

(e.g., the diffuse radiation field diminishing the line acceleration in thelower wind, Owocki & Puls 1999,

and the potential influence of microturbulence, Lucy 2007),which makes quantitative predictions fairly

ambiguous. Moreover, if the winds were clumped, this would influence the hydrodynamical simulations,

due to a modified ionization structure.

Thatthere is an effect which is most probably related to the principal bi-stability mechanism (Pauldrach

& Puls 1990) remains undisputed, and is evident from the moreor less sudden decrease inv∞ /vesc. Addi-

tionally, there is a large probability that at least inside the transition zone a “local” increase of (Ṁ v∞ ) is

present, which would partly support the arguments by Vink etal., though not on a global scale. Further-

more, the scatter ofQ′ (and wind-momentum rate) turned out to bemuchlarger in the transition region than

somewhere else. This might be explained by the fact that hydrogen begins to recombine in the wind just in

this region, whereas the degree of recombination depends ona multitude of parameters, thus leading to the

3from Eq. 6.23 with ratios of (5/2.5)2 and (5/0.4)2
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Figure 6.4: Wind-efficiency,η, as a function ofTeff , for our combined sample (symbols as in Fig. 6.1)
and objects as analyzed by Benaglia et al. (2007) (filled dots, mass-loss rates from radio excess). Eight
objects in common have been discarded from thelatter sample. Overplotted (dashed) are their theoretical
predictions, based on the models by Vink et al. (2000).

observed variety of mass-loss rates and terminal velocities. Finally, note that at least the observed hyper-

giant seems to be consistent with the bi-stability scenario, which, after all, has been originally “invented”

for these kind of objects.

6.4 Wind efficiency

Recently Benaglia et al. (2007) have reported evidence of the possible presence of a local maximum in

the wind efficiency,η = Ṁ v∞ /(L/c), around 21 000 K, which would be at least inqualitativeagreement

with theoretical predictions of Vink et al. (1999, 2000). InFigure 6.4, we compare the wind-efficiencies

as derived for our combined OB sample (from Hα ) to corresponding data from their radio measurements

(filled dots). The dashed line displays the theoretical predictions by Vink et al. (2000).

There are eight stars in common with our sample for which we display the Hα results only, not to

artificially increase the statistics. At least for five of those, all of spectral type B0 to B2, a direct comparison

of the Hα and radio results is possible, since same values ofTeff , R⋆ andv∞ have been used to derive the

corresponding wind efficiencies. In all but one of these stars4, radio and optical mass-loss rates agree

within 0.2 dex, which is comparable to the typical uncertainty of the optical data. Translated to potential

wind-clumping, this would mean that the outer and inner wind-regions were affected by similar clumping

factors, in analogy to the findings forthin O-star winds (Puls et al. 2006). From Fig. 6.4 now, several issues

are apparent:

4HD 41 117, withṀ from Hα being 0.37 dex lower than from the radio excess.
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i) As for the wind-momenta and mass-loss rates, also the wind-efficiencies of OB-supergiants do not

behave as predicted, at least globally.5 Instead, they follow a different trend (forα′ = 2/3, one

expectsη ∝ T2
eff (R0.5

⋆ k1.5C∞), i.e., a parabola with spectral type dependent offset), where, as we have

already seen, the offset at the cool side of the jump is much lower than in the simulations by Vink et

al. Actually, this is true for almost the complete B-SGs domain (between 27 and 10 kK).

ii) Similar as in theobservedwind-momentum luminosity diagram (Fig. 6.2), some of the O-supergiants

do follow the predictions, while others show wind-efficiencies which are larger by up to a factor of

two. Note that this result is supported bybothHα and radio diagnostics. If this discrepancy were

interpreted in terms of small-scale clumping, we would haveto conclude that the winds of these

objects are moderately clumped, even at large distances from the stellar surface.

iii) Within the transition zone, a large scatter towards higher values ofη is observed, which, if not due to

systematic errors in the adopted parameters, indeed might indicate the presence of a local maximum,

thus supporting the findings of Benaglia et al. (2007). From acareful investigation of the distribution

of stellar radii, terminal velocities and mass-loss rates,we believe that this local bump does not seem

to be strongly biased by such uncertainties, but is instead due to a real increase iṅM .

6.5 Wind clumping. Stratification of the

clumping factor

One of the major results outlined in Sect. 5 is that in weaker winds, the clumping factor is the same in

the inner and outermost regions, whereas for stronger windsclumping in the inner wind is a factor of 3

to 6 larger than in the outer one. This finding is in some contrast to hydrodynamical simulations, at least

regardingself-excitedstructure formation. Indeed, if there was any dependence onwind density predicted at

all, thin winds should be more strongly clumped than thick winds, because of the missing stabilization due

to the continuum, which induces a more heavily structured wind in the lower part (Owocki & Puls 1999),

and because of the relative importance of the (transonic) velocity curvature terms, leading to gradient terms

in the source functions and modification of the line acceleration (Puls et al. 1998).

Concerning the radial stratification of the clumping factor, for the best constrained object,ζ Pup, where

a direct comparison is possible, the derived stratificationis found to be in strong contrast to the predictions

(see Figure 6.5): while theory suggests the maximumfcl -value to appear in the intermediate wind (10-

20R⋆ ), the observations indicate it has been reached already in the innermost part, below 2R⋆ .
5In contrast toQ′, η is not completely radius-independent, but includes a dependence∝ R−0.5

⋆ , both if Ṁ is measured by Hα and by
the radio excess.



178 CHAPTER 6. THEORY AND OBSERVATIONS

Figure 6.5: Theoretical predictions for the clumping factor (solid: from Runacres & Owocki 2002) com-
pared to “observed” results fromζ Pup. The red (dotted) solution correspond to an unclumped outer wind,
whereas the blue (dashed) solution (with an assumedfcl=4.5 in the radio-emitting region) gives the same
fit quality, when the mass-loss rate is reduced by a factor of 1/

√
4.5. See text.

To get more quantitative inside into this issue, we decided to obtain appropriate spatial averages of

the predicted clumping factor to be compared to the values derived for the 5 regions as introduced in

Sect 5.1.4. The most decisive quantity regarding radiativetransfer is the optical depth, being proportional

to the spatial integral overfcl (r) ρ(r)2 (assuming the source function to be unaffected by clumping), so that

a meaningful comparison requires the predicted clumping factors, fcl (r), to be averaged overρ2 inside the

regions considered.6 To this end, we have used the results displayed in the variousfigures provided by

Runacres & Owocki.

The predictions of Runacres & Owocki (2002) and the corresponding averages are summarized in Ta-

ble 6.1. Before commenting on these data I feel it necessary to note that similar to the results from our

simulations, the predicted radial stratification of the clumping factor (Runacres & Owocki 2002, 2005) also

depends on a number of assumptions, the most important of which are:

• 1-D hydrodynamical treatment. First results from a 2-D approach (Dessart & Owocki 2003) might

indicate somewhat lower (factor of 2) clumping factors thanthose resulting from a 1-D treatment.

• line-driven instability due to self-excited perturbations. Unfortunately, externally triggered perturba-

tions, such as sound waves and photospheric turbulence (seeFeldmeier et al. 1997), and photospheric

pulsations, have not been examined with regard to this quantity.

• the use of a line-strength cut-off, κmax, which is typically three dex below the actual value (Owocki,

6By adopting this approach, we discard certain details, suchas the fact that Hα reacts to averages over constant velocity surfaces
(and not along the radial direction), as well as optical depth effects.
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Castor and Rybicki 1988). While in the inner and outermost parts of the wind fcl seems to remain

rather insensitive to the value ofκmax, in the outer one (around 50R⋆ ) it can increase if more realistic

values are used (Runacres & Owocki 2002).

Due to these assumptions as well as to the fact that for our comparison we are going to use spatial

averages instead of individual data, all numbers listed in Table 6.1 might be considered in qualitative sense.

Another important issue to be noted is that to be consistent with the results from our combined Hα , IR and

radio analysis a discrimination between absolute theoretical numbers and numbers referring to the average

clumping factor in region 5 have to be made.

Table 6.1: Clumping factors as predicted by hydrodynamicalsimulations from Runacres & Owocki (2002),
for the different regions as introduced in Sect 5.〈 fcl〉1 is a straight average,〈 fcl〉2 - an average weighted
with ρ2 (see text). Note that these numbers are only approximate ones, since they have been derived from
figures and not from tables.

region fcl 〈 fcl〉1 〈 fcl〉2
1 1 1 1
2 1. . . 4 2.5 ≥2.1
3 4. . . 13 8.5 ≥4.7
4a 13. . . 5 9 ≤11.6
5a 5 . . . 4 4.5 ≤4.7
4b 13. . . 20 16 ≥14
5b 20. . . 4 12 ≤15

a κmax from Owocki, Castor and Rybicki (1988);b κmax larger by a factor of 10.

Regarding the data listed in Table 6.1, the first thing to be noted is that in the theoretical computations,

the unclumped region 1 typically extends to 1.3R⋆ which is fairly consistent with thederivedmaximum

extent of such a potentially unclumped domain (r in ≤ 1.1. . . 1.2R⋆ , see Sect. 5.2). Also, for region 2, we

find averagevalues〈 fcl〉2 ∼ 2..3 (lower than in region 5!), for region 3 values around 4. .. 5, and for region 4

values around 11, which again might be even larger for largeκmax. Note that for different wind densities and

wavelengths, the calculated averages for regions 3 and 4 might be higher and lower, respectively, than the

indicated ones, depending on the radial position at whichτ = 1 is reached. Finally, the predicted maximum

is located at the border between regions 3 and 4 (around 15R⋆ ), but might be shifted towards larger radii

for largerκmax.

Compared to our results from Table 5.3, these predictions are significantly different, at leastif the

average clumping factor in the radio domain (region 5) is of the order of 4 or larger. In this case, all Hα

mass-loss rates should be lower than the radio mass-loss rates, which is definitely not true. Thus, either the

clumping factors in region 2 are predicted as too low, or those in region 5 as too large!

Disregarding this problem, the average clumping factor should increase monotonically from region 2 to

4 according to theory, and at leastsomeof our emission type objects (e.g., HD 15570) are compatiblewith
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this result (though for othersf out
cl is of the same order or even lower thanf mid

cl , see Table 5.3). Only con-

cerning the differential behaviour of region 2 to region 3, domostobjects behave as predicted. As outlined

already above, the notable exception to this rule isζ Pup, where the complete run offcl (r) and the position

of its maximum definitely deviate from the predictions (and from the other objects investigated). Such a

deviation was already found by Puls et al. (1993b), who triedto simulate the observed Hα profile and IR

continuum forζ Pup, based on hydrodynamical models from S. Owocki. Though they were quite success-

ful in fitting Hα with a mass-loss rate just a factor of 2 lower than when using homogeneous models (and

consistent with present estimates), the IR continuum was too strong at thisṀ , indicating lower clumping

factors than predicted in region 3.

6.6 Summary

Regarding a comparison with theoretical models, the major conclusions to be drawn from the previous

sections are as follows.

•The Wind-momentum Luminosity Relation The observed WLR of Galactic OB-stars is in strong con-

tradiction to theoretical predictions from Vink et al. (2000). While the majority of O-type stars show larger

wind momenta, B-SGs lie systematically below the predictedvalues. Also the wind-efficiencies of OB-

supergiants do not behave as predicted, at least globally.

• The bi-stability jump That there is a certain effect separating hotter winds from cooler ones remains

undisputed, and is also supported by our results. However, and in contrast with the predictions of Vink et

al. (1999), our analysis indicates a gradual decrease instead of a jump inv∞ in the bi-stability (“transition”)

region, which is located at lower temperatures than predicted: 18 to 23 kK against 22.5 to 27 kK. This

finding is in fair accordance with recent results by Evans et al. (2004) and by Crowther et al. (2006).

Concerning the behaviour oḟM , by means of anewly defined, distance independent quantityQ′ =

Ṁ/R1.5
⋆ geff/v∞), we have shown that whilst within the transition zone a large scatter is present,Q′ remains

a well defined function with low scatter in the hot and cool temperature region outside this zone. Combining

the behaviour ofQ′ and the modified wind-momentum rate, the change inṀ over the bi-stability jump (from

hot to cool) was constrained to lie within the factors 0.4 to 2.5, to be conservative. Thus,Ṁ either decreases

in parallel withv∞ /vesc(more probable), or, at most, the decrease inv∞ is just balanced by a corresponding

increase inṀ (less probable). This finding contradicts the predictions by Vink et al. that the decrease in

v∞ should beover-compensatedby an increase iṅM , i.e., that the wind-momenta should increase over the

jump. Considering potential clumping effects, we have argued that such effects will not change our basic

result, unless hotter objects turn out to be substantially more strongly clumped than cooler ones. In any
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case, at least in the low temperature region present theoretical predictions forṀ are too large!

• Radial stratification of the clumping factor Compared to theoretical predictions, the derived clumping

properties of O-stars differ at least in two respects: first, thiner winds are not more clumped than thicker

ones, as predicted by theory and second, the clumping factorin the inner wind is definitely not lower than

in the outer wind.
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Concluding remarks and future perspectives

In view of the important role of hot star winds in so many areasof astrophysics, it should be not a

surprise that this topic is in the focus of attention for morethan 30 years. While developments in the past

decade have significantly improved our understanding of OB stars and their winds, a number of completely

new, puzzling phenomena have been discovered, which clearly indicate that our knowledge about the nature

of these object is still not as complete as we would like it to be. In particular, and if the outcome of our

investigations is to be concerned, the most prominent challenges we are faced with at present are the wind

clumping, the bi-stability jump, and the weak wind problem.

Wind clumping In this thesis compelling evidence about the clumped natureof O-star winds of solar

metallicity have been presented. These results imply that the currently accepted mass-loss rates of these

stars derived by means ofρ2-diagnostics may need to be revised downwards by a factor of
√

f cl. The

absolute value of the clumping factor however is still a subject of debates: the derived estimates range from

about 5 (from Hα , see, e.g., Markova et al. 2004; Repolust et al. 2004) to about 100 (from UV diagnostics,

e.g., Bouret et al. 2003; Fullerton et al. 2006).

In addition, we found that the empirical radial stratification of the clumping factor is not compatible with

that predicted by the line-driven instability mechanism (either self-excited or triggered), showing stronger

clumping in the inner than in the outer winds (Puls et al. 2006), while the opposite behaviour is predicted

(Runacres & Owocki 2002, 2005). Also, our results suggest that the clumping factor depend on wind

density, where weaker winds seem to be less clumped than stronger ones, in full contradiction with what

might be expected from theory.

The lack of consistency between observed and predicted windproperties of O-stars might point out to

some problems in our understanding of the physical cause of the clumping, but may also indicate that the

presently accepted treatment of wind clumping (know as themicro-clumpingapproach) is rather simplified,

i.e. that effects, such as, e.g., the feedback of clumping on the ionization and excitation of the gas; the

velocity dispersion of the clump ensamble and inside individual clumps; the radial stratification of clumping

and its properties and the spatial dementions of the clumps that have been so far neglected, are important

and must therefore be consistently implemented in our future analysis.

While first steps to clarify these puzzling issues have been recently undertaken, further observational

and theoretical investigations need to be foreseen to quantify these effects properly, and to find out whether

one of them dominates, or several effects are required to resolve the mass loss discrepancy in O stars. (For

an extensive review on this issue the interested reader is referred to Hamann et al. 2008).

Another important question to be answered is:Do the clumping properties depend on metallicity ?
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Since in agreement with theoretical predictions (Vink et al. 2001), the global wind properties,̇M andv∞ ,

of O-stars are found to depend on the metal content (see, e.g., Mokiem et al. 2007b) such a question is

more than legitimate. Direct evidence about wind inhomogeneities in low metallicity environment has been

recently reported by Marchenko (2008). In addition, the wind momenta of O-stars in the Magelanic Clouds

were found to be systematically larger than those predictedby Vink et al. (2001). Interpreted in terms of

wind clumping, these results imply a clumping factor, that is somewhat lower than that derived for MW stars

(de Koter et al. 2008). Due to the large uncertainties however this result cannot be considered conclusive

and has to be additionally investigated.

The weak wind problem Our studies revealed that the wind momenta of Galactic B supergiants are

significantly lower than the predicted ones. Similar situation has been established for low luminosity

(logL/L⊙ ≤5.3) O-stars as well (see, e.g., Herrero et al. 2002; Bouret et al. 2003; Martins et al. 2004).

This discrepancy has became popular as the“weak-wind problem”.

Various possibilities to explain this discrepant behaviour have been suggested (e.g., errors in the spectral

analyses; missing physics and/or invalid assumptions in the wind predictions; different nature of the stars

showing the weak wind problem, etc.), but due to the lack of reliable Ṁ - estimates in this regime – Note

that atṀ ∼10−7-10−8M⊙ , Hα is not a reliable mass loss diagnostic, cf. Puls et al. (1996), – it does not seem

possible, at least at present, to make any judgment which of these possibilities has the potential to account

for the weak wind problem. In these circumstances, the use ofUV and/or IR lines as mass-loss diagnostics

would be particularly advantageous, since it might help to solve the problem by eliminating one potential

cause, i.e., that of errors in the spectroscopic analysis. missing physics and/or invalid assumptions in the

wind predictions; different nature of the stars showing the weak wind problem, etc.(For a detailed review

on this issue the interested reader is referred to Kudritzki& Puls 2000 and Puls, Vink & Najarro 2008).

The bi-stability jump Due to changes in the ionization equilibrium of iron around spectral type B1,

the overwall properties ofv∞ andṀ are predicted to change drastically (Vink et al. 1999). Although clear

evidence about a certain effect, which divides hotter from cooler winds have been found,the predicted

dramatic increase iṅM at the bi-stability jump has not been empirically confirmed (Markova & Puls 2008

and references therein). Changes in the ionization equilibrium in the lower wind due to the presence of

X-rays, with a subsequent effect on the efficiency of the radiative force, might cause such discrepancy, but

further work is necessary to investigate this possibility in more details.

To conclude, let me point out that another important issue that challenges the present day hot star
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wind research is the dependence of wind properties on metallicity. Both the improve CAK (see e.g.,

Kudritzki 2002), and the Monte Carlo (Vink et al. 2001) models predictṀ should scale withZ asṀ ∼ Zm,

with m = 0.5 to 07 (Kudritzki 2002) andm = 0.85. This dependence has been basically confirmed by

observations (e.g., Massey et al. 2004, 2005; Mokiem et al. 2006, 2007a,b), but problems still exist

requiring further investigation to be foreseen.
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Main results and achievements

The main results and achievements underlaying this thesis can be summarized as follows:

1. The approximate method, originally developed by Puls et al. (1996), was additionally worked out to

account for the effects of metal line-blocking/blanketing. By means of a comparative analysis it was

shown that this approach can yield reliable results consistent with those from the complete model

analysis. Therefore can be used to derived wind properties of a large sample of O-stars for which

only Hα observations are available.

2. Using the NLTE, unified model atmosphere code FASTWIND, wedetermined the stellar and wind

properties of a sample of Galactic B-supergiants with spectral types ranging from B0 to B9. Based

on ourTeff - estimates and incorporating similar data from other investigations, theblanketedtemper-

ature scale for these stars was obtained. According to our results, the earlier (unblanketed) estimates

of Teff of B-supergiants need to be revised downward by 10 to 20%, thelatter value being appropriate

for stars with stronger winds. Callibrations such as the onederived by us are widely used to provide

temperature estimates in cases where high-quality spectroscopy of stars are not available, but their

spectral types are known. Also, they serve as a valuable toolto investigate the sensivity ofTeff on

effects caused by different metallicity, or different strength of stellar winds.

3. Using the implementation of the Fourier transform technique, as developed by Simon-Diaz & Herrero

(2007), we investigated the individual contributions of stellar rotation and “macro-turbulence” in the

spectra of Galactic B-supergiants. Our results show that inthis temperature regime a significant part

(up to 50 %) of the measured line width can be attributed to macro-turbulence. Since rotation is a key

parameter for stellar evolution calculation, this finding is particularly important.

4. It is a well-known fact that a non-zero micro-turbulent velocity, vmic , can significantly improve the

agreement between synthetical profiles and observations. Sincevmic affects the strength of Helium

and metal lines, the derivedTeff and logg (but also abundances) might also be affected. Based on our

model grids calculated by FASTWIND, we showed that for B-SGsof solar metallicity the effect of

vmic on Teff is negligible, as long as the Si lines from the two major ions are used to determine it. In

addition, we also showed that for these starsvmic depends onTeff with values ranging from about 15

to 20 km s−1 at spectral type B0 to∼ 7 km s−1 (at B9).

5. Compared to the predictions of Vink et al. (1999), theblanketedwind properties of Galactic OB-

supergiants around the bi-stability jump were found to be somewhat discrepant. In particular,
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i) in fair accordance with recent results, our findings indicate a gradual decrease instead of a jump

in v∞ over the bi-stability region, where the limits of this region are located at lowerTeff than

those predicted.

ii) Introducing a distance-independent quantityQ′ related to wind-strength, we showed that this

quantity is a well defined, monotonically increasing function of Teff outsidethe bi-stability re-

gion. Insideand from hot to cool,Ṁ changes by a factor in between 0.4 and 2.5, which is much

smaller than the predicted factor of 5. Thus, the decrease inv∞ over the bi-stability region isnot

over-compensated by an increase ofṀ , as frequently argued7.

6 Including anelaborateerror treatment8, we studied the properties of the Wind-momentum Lumi-

nosity Relation for thelargestsample of Galactic OB-stars gathered so far. Surprisingly and in full

contradiction to theoretical predictions, the majority ofour O-stars turned out to follow the low-

temperature (12 500≤Teff ≤22 500 K) predictions; most of the early B0-B1.5 subtypes areconsistent

with the high-temperature (Teff ≥27 599 K) predictions whilst the later subtypes (from B2 on) lie be-

low (!), by about 0.3 dex. For O-stars the “observed” discrepancy can be interpreted as an indication

of wind clumping with an effective clumping factor of 4.3. For B-SGs, however, this issue is still a

mystery.

7. For the first time the consequences of “fine tuning” some of the direct and indirect parameters entering

the WLR (e.g., the effects of wind variability and different values of stellar reddening and distances )

have been studied. In particular, we found that the effect of such “fine tuning” on the corresponding

mass-loss rates and wind momenta is rather insignificant, increasing only the local scatter without

affecting the main concept of the Wind Momentum Luminosity Relationship.

8. To investigate line-profile variability for a large sample of O-supergiants in an objective and statis-

tically rigorous manner, the Temporal Variance Spectrum analysis, developed for the case of photo-

spheric absorption lines, was significantly modified to account for the effects of wind emission. Using

this approach we showed that in O-supergiants the Hα variability is mostly dominated by processes in

the wind, taking place between zero and 0.3v∞ (i.e., below∼ 1.5 R⋆ ). By means of line-profile sim-

ulations we furthermore showed that for stars withintermediatewind densities the properties of the

Hα variability can be explained by simple models, consisting of coherent/broken shells (blobs) uni-

formly distributed over the wind volume, with an intrinsic scatter in the maximum density contrast

7provided that wind-clumping properties on both sides of this region do not differ substantially.
8To our knowledge, this investigation together with that of Repolust et al. (2004) are the first to account for errors in both directions.

We consider this approach as essential, since the errors in logL are of the same order as those in logDmom, and theyare correlated
indeed



6.6. SUMMARY 187

of about a factor of two. For stars at lower and higher wind densities, on the other hand, we found

certain inconsistencies between the observations and our predictions, which might be explained with

the presence of coherent large-scale structures (e.g., CIRs), partly confined in a volume close to the

star.

9. Using time-series spectroscopy of the O9.5 supergiantα Cam from epochs spread over∼ 4 years, we

found clear evidence that the wind of this star is not smooth but perturbed, starting from its base up to

velocities of∼500 km s−1 . In some occasions, the observed variations can be explained by short-term,

low- amplitude recurrent variation iṅM , which give rise to the formation of outward accelerating,

consecutive shells or/and blobs. In others, a model involving two rotationally-modulated wind pertur-

bations, which are not symmetric about the center of the starseems more appropriate. In addition, we

also found clear evidence of occasional photospheric variability, which likely betrays prograde low-

order non-radial pulsational. These findings identifyα Cam as one of the most promissing targets to

investigate the origin of large scale wind structure in the light of the “photospheric connection”.

10. We have performed a quantitative analysis of time-variable phenomena in the photospheric, near-star,

and outflow regions of the late-B supergiants HD 199 478. The analysis was based on photometric and

optical spectroscopic datasets secured between 1999 and 2000. The obtained results indicate that the

photometric variability of this star is consistent with a possible origin in terms ofg-mode oscillations.

Regarding the wind variability, from the behaviour of Hαwe found clear evidence of strong deviations

from spherical symmetry and homogeneity, originating morelikely from the influence of a weak

dipole magnetic field rather than from non-radial pulsations.

11. Extensive monitoring campaigns of several late-B supergiants, indicate that their Hα profiles exhibit

quite similar peculiarities, consisting of a double-peaked emission with V/R variations, and occa-

sional episodes of strong absorption indicating simultaneous mass infall and outflows. Using the

NLTE line-blanketed code FASTWIND, we determined the stellar and wind properties of these stars,

and showed that at the cooler temperature edge of B-supergiants (Teff ∼11 to 13kK) there are ob-

jects whose wind properties, as traced by Hα, are inconsistent with the predictions of the smooth,

spherically symmetric wind approximation. This discordance is still not fully understood, but it may

highlight the role of a non-spherical, disk-like, geometry, which may result from magnetically-driven

equatorial compression of the gas. The proximity of the second bi-stability jump as predicted by

theory might also be an issue.

12. Due to its extremely strong wind, the LBV P Cygni is an excelant target to study wind structures and

variability. As a result of a long-term photometric and spectroscopic survey, we found convincing
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evidence that the wind of this star is inhomogeneous and highly variable demonstrating different

variability patterns on various time scales, from months toyears and decades. In particular,

i) we provided first observational evidence that Discrete Absorption Components seen in UV res-

onance lines presumably originate from large-scale, time-dependent, enhanced-density (low

excitation) perturbations, which develop in the intermediate and outer part of the wind (V ≥

0.41Vinf ), but appear to be maintained by photospheric processes. The geometry of the struc-

tures can be either spherically symmetric or curved, like kink. The recurrence of the DACs does

not appear to be directly related to the stellar rotation.

ii) We discovered the presence of systematic microvariations in the stellar brightness with proper-

ties similar to the so-called “100d-type microvariation” recognized in other LBVs. Non-radial

pulsations of either strange-mode or gravity-mode oscillations might be equally responsible for

this phenomenon.

iii) We provided first observational evidence for a direct coupling between wind and photospheric

variability in hot star. In particular, we showed that the microvariability has its counterpart in

the spectral behaviour of P Cygni. The properties of this spectral variability, at least during

our observational campaigns, suggest an interpretation interms of extended, rotationally mod-

ulated, enhanced density wind structure generated by photospheric processes (e,g, NRPs), and

developing in the inner (below∼14R⋆ ) part of the wind only. This finding is particularly im-

portant since it is a clearly indication that although the “photospheric connection” has not been

sofar discussed in relation to LBVs, it may be quite relevantto P Cygni.

iv) Using various methods and approaches, we studied the properties of a large sample of emission

lines (permitted and forbidden) in the optical spectrum of PCygni. In many cases the obtained

results could not be interpreted in terms of the standard wind models, but require deviations

from spherical symmetry and homogeneity to present in the wind.

13. P Cygni is usually considered as a notorious S Dor(SD)-type star although no indications for any SD-

phases were reported till recently. Analysing an extended set of photometric and spectroscopic data

covering a period of more than 13 years, we provided convincing evidence of a 7.3-year photometric

oscillation, during which the behaviour of the star is such that when it brightens, the temperature

decreases and the radius and mass-loss rate both increase. In this behaviour P Cygni is similar to S

Dor and R71, which experience a sequence of such events, called short SD-pahses. The reason for

such behaviour might be at least twofold: drastic increase in Ṁ , leading to the formation of a pseudo-

photosphere, or a sub-photospheric perturbation, due at least partly, to variations in the underlying
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stellar radius orTeff . By means of simple calculations, we showed that the observed 7.3-year SD

phase in P Cygni is more likely due to a mixture of an expandingradius/decreasing temperature and

an expanding pseudo-photosphere.

14. To address the clumping issue and in particular the theoretically predicted radial stratification of

the clumping factor, we analyzed a large sample of Galactic O-stars by combining our own and

archival data for Hα , IR, mm and radio fluxes, and using approximate methods, calibrated to more

sophisticated models. Because (almost) all our diagnostics depend on the square of wind density, we

could not derive absolute clumping factors, but only factors normalized to a certain minimum. Since

in all but one case the radio mass-loss rate were found to be the lowest ones, our normalization refers

to the radio regime. With this in mind, the main results of ouranalysis can be summarized as follows:

i) For almost all objects, the derived (radio) mass-loss rates are in very good agreement with the

predicted wind-momentum–luminosity relation (Vink et al.2000), in contrast to previous results

relying on unclumped Hα data alone.

ii) For all objects where Hα is of P Cygni shape, or displays a well-refilled absorption trough, the

maximum extent of a potentially unclumped region can be limited to lie insider ≤ 1.2R⋆.

iii) Our most important result concerns a (physical) difference between denser and thinner winds:

for denser winds, the innermost region is more strongly clumped than the outermost one (with

a normalized clumping factor of 4.1± 1.4), whereas thinner winds have similar clumping prop-

erties in the inner and outer regions.

iv) In most cases, the clumping factors in the inner and adjacent region (2R⋆ ≤ r ≤ 5. . .15R⋆) are

comparable or increase moderately from inside to outside.

v) In two of the three stars with mm-observations there is a certain probability that the outer region

with 15R⋆ ≤ r ≤ 50R⋆) is considerably more clumped than the radio domain in agreement with

what have been predicted by theory.

vi) Our results differ from hydrodynamical predictions at least in one respect:the latter imply lower

clumping in the inner than the outer wind, which is definitelynot true for our sample.

Finally let me note that the presence of clumping introducesa new degeneracy in the results, namely

between the velocity field exponent,β, and the clumping factors. Ifβ is lower than assumed or derived

from the fits, the clumping factors are larger, and vice versa.
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