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Abstract. The method of the robust regression of Rousseeuw (1984), based on the method
of the least sum of the trimmed squares of deviations (LTS), is described. The ordinary
method of least squares (OLS) measures the scatter of the deviations summing all N squares
of deviations. The LTS sums only the left half of the ordered squares of the deviations,
concerning at least N/2+1 data. Large deviations may be presented in the right part of
the order, but LTS ignores them. Thus LTS can withstand asymptotically 50% fraction of
large deviating data and still remain robust. From this point of view the OLS method has
zero robustness. The robust regression method tests and qualifies through LTS each available
pattern of possible solution: each point in 1D case, each line through pair of points in 2D case,
each plane through triad of points in 3D case, etc. The pattern with the shortest LTS scatter
is considered as 1st approximation of the solution. Usually the 2nd approximation is carried
out by the OLS, after removal of the outliers in respect to the 1st approximation. In the
present work seven types of utilizable deviations of a point from the line pattern are tested
in the 2D case: vertical, horizontal, orthogonal, quadratic mean (diagonal), geometric mean,
harmonic mean and arithmetic mean. It is shown that the use of geometrical mean deviation
leads to well reproducing of the bisector of the direct and reverse regression in both ordinary
and robust methods. However, in the general case, when the standard statistical assumptions
are violated strongly, and (or) when the regression slope A is A > 1 or A < 1, the orthogonal
deviations are the natural tool for both regressions. In the multidimensional cases, depending
of the type of used deviations, the final application of the OLS may be difficult or impossible.
Therefore in the present work the robust regression method is complemented with a 2nd
approximation in the spirit of the robust regression too. It is based on extraction of several
(up to 10-20) best patterns of solutions (points in 1D case, pairs of points in 2D case, triads
of points in 2D case) and creation of additional intermediate patterns (middle of points,
bisectors of lines and planes). These additional patterns are tested again by the LTS in
a search for a better solution. Thus the inner accuracy of the method may increase 3-5
times. An empirical approach to the slope error estimation by means of the cumulative error
function, built on the trimmed best patterns of the solution, is also introduced. The robust
regression is applied on examples for 1D mode estimations and 2D regressions without or
with intercepts. Main sequence fitting on color-magnitude diagram with 14 — 19% fraction
of strongly deviated stars is demonstrated.
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BtnBenenue kbM MeTosia Ha ycToitumBaTta perpecusi Ha Pycio
Ilseran B. 'eoprues

Omnmcana e ycroiiunsara (poGacrara) perpecus uHa Pycio (1984), 6azupana Ha MeTOma Ha HAl-
MaJjkaTa cyma Ha oTépanure kBaaparu Ha orkiaoHeHusita (MOK). Opmunaprust (o0uvaii-
Husar) merox ua Ha-masnkure ksagparu (MHK) nsmepsa pasbpoca na oTkioHeHuATa CyMHU-
paiiku Bcuukure N kBajgparu Ha orksonenusTra. MOK cymupa camo snsiBara nosoBuHa Ha
OZIPEICHUTAE KBAAPATH HA OTKJIOHEHnATA, ObxBamaiiku nore N /241 6pos. ['osemu oTk10HE-
HESI MOTAT Ja MPUCHCTBAT B AsfCHATA JacT Ha peaumara, Ho MOK ru urnopupa. Taka MOK
norecs acuMrrorraao 50% ¢ paknmsa oT CHTHM OTKJIOHEHWSI, 3aMa3BaiiKu yCTOHIUBOCTTA CH.
Ot ra3u riregua rouka MHK mma mysneBa ycroitamBocT. MeToabT Ha yCTOWYNBATA PETDECHST
uposepsBa u kBaudunupa upe3 MOK Bceku pocrbiien obpasern Ha Bb3MOXKHO PELIEHUE -
BCSIKA TOYKA B €JHOMEDHUS CJIydail, BCAKA [IPAaBa JIMHAA IIPe3 ABOIMKA TOYKA B JIBYMEPHUS
cilydail, BCAKa paBHUHA IIPe3 TPOKa TOYKM B TpuMmepHus ciaydail u T.H. OGpasensbr ¢ Hall-
manbk MOK pasbpoc ce uspnuua karo mbpBo npubsmkenne Ha penieanero. OOGUKHOBEHO
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BTOpOTO MpHbIMKeHne ce npasu upe3 MHK cien orcrpansBame Ha roieMnTe OTKJIOHEHUS
CIpsAMO IbPBOTO Ipubsmkenue. B tasu pabora npu aBymMepHus Caydail ca TECTBAHU CeIeM
B/ MU3M0I3BA€MU OTKJIOHEHUS HA TOYKU OT JIMHUATA-00PA3eEI] - BEPTUKATHO, XOPUIOHTAJIHO,
OPTOrOHAJIHO, CPETHOKBAJAPATHIHO (JMATOHAIHO), CPETHOTEOMETPUIHO, CPETHOXAPMOHUIHO
u cpegHoapurMeTndHO. [TokasaHo e, Ue M3M0I3BAHETO HA CPEIHOTEOMETPUIHOTO OTKJIOHEHNE
BOZM 10 7OOPO BB3IPON3BEK JAHE HA BIVIONOIOBAIIATA Ha IPABATA 1 00PATHA PErPeCHsT,KAKTO
pu OOMKHOBEHMSI, TaKa U pH ycToiunsust MeTox. O6ate, B 001Mst CIIy9ail, KOTaTO CTAHIAPT-
HUTE CTATUCTUYIECKH U3UCKBAHUA CA CHJIHO HAPYILEHU /MM KOraTO PErPECUOHHHUAT HAKJIOH
e A> 1lum A < 1, OPTOrOHATHATE OTKJIOHEHHS Ca eCTECTBEHOTO CPEJICTBO U 3a IBaTa BUIA
perpecun. B MmHOTOMepHMS Cciry4ail, B 3aBUCHMOCT OT M3IMOI3BAHOTO OTKJIOHEHNE, (PUHATHOTO
npusiarane Ha MHK mozke na e TpyaHO miu HeBb3MOXKHO. 3aTOBa B Ta3u paboTa METOLbT Ha
YCTOWYMBATA PErpecusi € TOIbJIHEH C BTOPO IPUOIMKEHNE, B IyXa HA METO/1a HA yCTONIMNBATA
perpecus. To ce 6a3upa Ha U3BIMIane Ha HAKOIKO (10 10-20) Haii-106pn 06pa3nu Ha, penieHust
(TouKu B eqHOMEpHUA Ciiyvail, IMHUM B AByMEDHHs, DABHUHHM B TPHMEDHUS) U Cb3/1aBAHE
Ha JIOI'bJHUTE/IHA IIPOMEXK Y ThIHU Obpany (CpearHN HA TOYKH, 'bIJIONOJIOBAINU HA JIMHAN
wn pasamHu). Te3m mombsaawmrenam obpasmu ce tectBar oTHOBO upe3 MOK B THpCene
Ha T0-100po permrenue. Taka BbTpeNrHATa TOYHOCT HA METO/a MOYKE Ja Ce TOBUINH 3-D
nbru. [Ipemmoxken e n eMmepu<eH OaX0] KbM OIEHSIBAHE HA IDEIIKATA HA PErpeCHOHHUS
HAKJIOH 9Ype3 KyMyJIaTWBHa (DYHKIMS HA TpPEIIKaTa, MOCTPOeHa 0 OTOpaHmTe Hail-100pm
obpasnu Ha pemreHnero. MeTombT HA yCTOMYMBATA PErpecHsl € MPUJIOKEH 33 OIEHKH Ha
MOUTE Ha €IHOMEDHU PA3IPEe/IeHNs U 33 1By MEPHU perpecusi 6e3 u ¢bC CBOOOIHN YI€HOBE.
IemoucTpupamno e dbuTupaHe HA IJIABHATA MOCIEIOBATETHOCT HA JAMATPAMA [BAT-BEIMINHA
¢ oxour0 14 — 19% ¢dpakmus OT CHITHO OTKJIOHSABAINU CE€ 3BE3.IH.

Introduction

The ordinary least square (OLS) regression is used widely in astronomy, biol-
ogy, economics etc. It is commonly known that the OLS (Y—X) line is the best
when important assumptions hold: (0) the true relation between the variables
is linear; (1) the values of the independent variable (X) are measured with-
out errors; (2) the observed values of the dependent variable (Y) are subject
to errors with mutual independence, zero mean and finite variance (common
for all observations, i.e. case of homoscedastic errors); (3) the X and Y data
do not have intrinsic scatter. The standard OLS analysis is not strict when
any of the accounted assumptions is not filled (see also Isobe et al. 1990 (here-
after IFAB90), Feigelson & Babu 1992 (hereafter FB92), Branham 2001, Kelly
2007).

The OLS conditions are frequently violated in astronomy, where the pres-
ence of heteroscedastic errors (observations with different individual errors)
and intrinsic scatter both in X and Y data is usual. The choice of the indepen-
dent variable frequently is not clear, too. Good examples are the dependences
,mass - luminosity“ for stars or galaxies. They have intrinsic scatters in both X
and Y data, caused by unaccounted factors (ages, metallicities, hidden masses).
Other interesting example is the Hubble diagram, where observation errors of
the redshifts and magnitudes of the galaxies are negligible in respect to the
errors due to the uncertainties in the distances, the corrections for non-Hubble
motions, the intrinsic scatter of the luminosities of the galaxies, etc. (IFAB90).
In such cases different kinds of deviation of the observation point from the fit-
ted line may be used (Sec.1,2). More difficult case is, for example, the fit of the
main sequence on a color - magnitude diagram. The reason is the significant
fraction of outlier points around the main sequence: background stars, evolved
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stars etc. This problem is solved remarkably by the robust regression (RR),
described here (Fig.7,9).

Since the OLS methods found in the standard statistics textbooks and
respective software are not always satisfactory, the astronomers are forced to
search for better tools. Regression methods in astronomy and different im-
provements of the OLS for the cases, when conditions (1) - (3) are not ful-
filled, have been subjects of multitude papers (see also Akritas & Bershady
1996, Tremaine et al. 2002, Kaspi et al. 2005 and references therein). However,
the results, called sometimes ,,robust methods“, do not include the cases when
numerous strong outliers exist among the data.

Commonly, the OLS (including its improvements) is considered as per-
fect tool in presence of normal or almost normal errors in Y variable, but it
is worthless in the presence of strongly outlying data. The latter fact is ex-
tremely important when the large errors exist in the independent (X) variable
(Fig.5,7,9). Generally, the problem is also very serious (i) when the number
of outliers is large, (ii) in the multi dimensional (MD) cases, when the visual
control of outliers is almost impossible, (iii) in the image processing, when the
program code must work surely and fast, etc. In such cases RR methods are
necessary.

RR methods with superior performance over OLS in many situations exist,
but they are not yet widely used. The possible reasons may be: (i) difficulties
in the programming and long computing time; (ii) bad choice of the method
in the first attempt of applying (e.g. choice of method which is not really
robust), (iii) the belief that the classical methods have natural robustness;
(iv) the absence of robust methods in many popular software packages (see
also Wikipedia, 2007).

This work emphasizes on the robust non-OLS regression method based on
robust estimator of the scatter of 1D random variable. It is introduced by
Peter Rousseeuw (1984) and is called ,least trimmed squares* (LTS) estima-
tor (Sec.3). This method can ignore numerous outliers, asymptotically up to
50% of all data, like the 1D median estimator. The LTS estimator recognizes
correctly the mode of 1D random distribution, as well as the location (data
center) in MD cases (Fig.6). In the regression applications LTS places the
best line in 2D case (or the best pale in 3D case, etc.) among most populated
ellipsoid of data distribution (Fig.7,9).

The RR, based on the LTS estimator, is widely discussed in the monograph
of Rousseeuw & Leroy (1987, hereafter RL87). Two ideas build the base of the
RR method. The first one is the examination of each available pattern of
possible solution (single point in 1D case, line through pairs of points in 2D
case, plane through triads of points in 3D case, etc) and revealing the superior
pattern. The second idea is the examination of the patterns by extremely
robust estimation of the scatter (as 1D system of deviations, Sec.2) through
the LTS estimator (Sec.3,4).

The LTS is efficient and relatively simple robust estimator. More sophis-
tical developments in this field can be found in the papers of Rousseeuw &
Yohai (1984), Yohai (1987) and Rousseeuw & Van Driesen (1999). Contempo-
rary information about robust estimators and regressions can be found also in
Internet through the query ,robust regression“ (Fox 2002, Chen 2007, Olive
2007).
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The goal of this paper is to be an introduction into the basic ideas and rec-
ommendable solutions in the field of the extremely non-OLS methods, mainly
about these based on the LTS estimator. Fortunately, the description and
the illustration of the possibilities of the RR method may be carried out full
enough in 1D and 2D cases, while the MD generalization is natural and simple.

Section 1 presents the work of seven methods for measurement of the de-
viation of a point from a line and underlines the potential of the RR over
the OLS regression. Section 2 emphasizes on the superiority of the orthogonal
deviations in the general case of the OLS and RRs, when the assumptions of
the OLS method are strongly violated. Section 3 gives general description of
the robust method and introduces two additions to it: 2nd approximation in
the spirit of the RR and an empirical approach to coefficients error estimation.
Section 4 presents comparison of five 1D estimators with account of the ro-
bustness parameter ,,breakdown value“. Section 5 presents a few applications
of the methods in 1D and 2D cases.

1 Seven types of deviations form the tested line and the
potential of the RR in the MD case

Since the problem is the placing of the regression solution (location, or line,
or plane, etc) in the most populated region of data, the measuring of the
deviations becomes important component of the method. Therefore, we must
regard this problem before the problems of the RR.

In the particular case when the location (or the center of the distribution)
is searched in 1D, 2D, etc. cases, the simple Euclidian distance is unique and
enough (Fig.6). However, in the general 2D regression case, and more in the
MD applications, many possibilities exist. We did not find recommendations
in this field for the case of RR and were forced to study the problem.

Seven types of deviations in the 2D case were tested for the present work.
Fach of them may be used for deriving explicit OLS formulas for 2D regression
coefficients, for regression error etc. (IFAB 90, FB92, Sec. 2). However, any
MD OLS regression based on deviations that are not solely Ay or Ax require
solving complicated systems with nonlinear equations. Contrariwise, the RR
method involves only deriving the formula for computing the chosen type
of deviation from the line, plane, hyperplane, etc. Further the scatter of all
computed deviations of the chosen type will be estimated by means of the
(1D) LTS method.

Figure 1a presents five types of deviations of a data point P from a given
(or fitted) line in the 2D case. Let us first emphasize on the MD potential of
the RR and then return to the important details about the use of the different
deviations further.

Figure 1b shows a possible 3D implementation of 5 deviations, presented in
Fig.1la. This may be useful for example in the problem for deriving the funda-
mental plane of elliptical or spiral galaxies. Let consider the mass parameter
of the galaxy (velocity dispersion or HI line width, respectively) associated
with Z-axis and let assume that it is known with high accuracy. Let consider
also that the galaxy luminosity (e.g. X-axis) and galaxy size (e.g. Y-axis) are
known with significant errors. This is a non-OLS situation, because the . in-
dependent* variables (X and Y) are subjected to errors, but the ,,dependent*
variable (Z) is considered free of errors. However, applying the RR method we
may use obligatory the plane BCZi, parallel to the plane OXY and passing



Robust regression 97

T
Y
P Ax >
3
5
Ayl 4
a)
1
0 X
L

@ur. 1. (a) Five methods for measuring the deviation of the current point P from the checked
line: 1 - vertical, 2 - horizontal, 3 - orthogonal, 4 - diagonal and 5 - geometric mean (the
bisectoral (6) and average (7) deviations are not shown); (b) Possible application of different
deviations in a 3D non-OLS situation where X and Y data have significant errors, but Z
data are known with high accuracy (see the text).

through the current point P (Fig.1b). Since the error of Z data is negligible,
the deviation R from the examined plane ABCD must be measured as devi-
ation from the line BC, in the plane BCZi. Thus any type of deviation, as in
Fig.1a., may be used. Generally, different types of deviations including Az may
be used easy for RR in the 3D case, depending on the additional information
about the errors in X, Y and Z directions.

However, the concrete value of slope of the fitted line depends on the used
physical units of X and Y data.

Let turn back to Fig.1a and define seven kind of deviations. Fig.1a shows
a XY plot of a line Y = AX + B (with slope A = 4), one current point P
and five segments that illustrate five methods for measuring of the deviations
of this point from the line. The vertical distance Ay (1) and the horizontal
distance Az (2) are attributes of the direct (Y—X) and reverse (X—Y) OLS
regressions. Let present the deviations by two methods: through Ay and Az,
as well as through Ay only, in the form R = Q.Ay, where @ is a coefficient
depending on A. Therefore, we have R = Ay with @ = 1 for (1), and R =
Ax = Ay/A with @Q = 1/A for (2). The orthogonal deviation (3) (introduced
by the statistician K. Pearson in 1901) is measuring vertically to the line, i.e.
R = AzAy/(Ax? + Ay*)Y/? with Q = 1/(A% + 1)Y/2. The diagonal deviation
(4), proportional to quadratic mean, is R = 0.5(Az? + Ay?)Y/? with Q =
0.5(1/|A| + 1)Y/2. The geometric mean (5), R = (|Az|.|Ay|)'/?, with Q =
1/(]A])Y/?, is introduced by the astronomer G. Stromberg in 1940 as ,,impartial
deviation®“, and independently by the statisticians Kermasck & Haldane in
1950 as ,,reduced major-axis deviation“ (see IFAB90). The harmonic mean (6)
(1/R =1/Az + 1/Ay, not shown in Fig.1a), that is the length of the bisector
of the segments Az and Ay, is R = (Az+ Ay)/(AzAy) with Q = 1/(|A|+1).
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The arithmetic mean (7) or the average (also not shown in Fig.la), is R =
0.5(Az + Ay) with @ = 0.5/(|A| + 1).

In the case of the 2D RR, when the assumptions of the OLS are strongly
violated, every chosen type of deviation among (1) - (7) can be applied to
measure the goodness of the tested pattern of line. Therefore, the dependence
of the used deviation R on the slope A of the tested line is of interest. It is
clear that when the slope of the line is close to unit, the deviations (3) - (7)
tend to coincide. However, when the slope of the line is A > 1 (or A < 1)
the deviations (3) and (6) tend to be proportional to Az (or Ay) and the
deviations (4) and (7) tend to be proportional Ay (or Ax).
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@ur. 2. Behavior of the deviations in respect to Ay, expressed by a @ coefficient, when
the slope A of the tested line changes. The ordinary deviations Ay with Q = 1, and Az =
Ay/A with Q = 1/A are presented by dashed lines. The geometric mean deviation R =

(|Az].|Ay|)Y/? = Ay/|A]*? with Q = 1/|A|'/? is presented by the a solid diagonal line. The
behaviors of other types of deviation, presented by solid or dashed curves, are noted in the
plot.

These effects are illustrated in Fig.2 as dependences of the coefficients @
(defined above) on the slope A of the tested line. The @ coefficients for the
deviation (3), (4), (6) and (7) have nonlinear behavior, i.e. the measuring
method works non-equally with different slopes A. From this point of view
Fig. 2 shows that in the case of the geometric mean (5) (as well as in the
simplest cases (1) and (2)) the measuring method seems to work equally with
different slopes A. So, the geometric mean (5) seems to play a special role
among the deviations 3-7 and may be preferable for the RR.

Looking on the examples of IFAB90 and FB92 we can add also, that the
OLS regression line, based on the geometric mean deviation (5), practically
coincides with the bisector of (Y—X) and (X—Y). The experience from the
preparation of the presented here examples supports strongly this conclusion
for the practice of the RRs, too. Therefore, since the RR method is time con-
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suming, but following the recommendations of IFAB90 and FB92 we seek the
bisector line, we can fit the bisector well using the geometrical mean deviation
(5). Note that in the MD case with P > 2 dimensions the concept of the bisec-
tor is not clear, but the geometric mean value has reasonable generalization:
R = (Ax1Axs. .. .. A:Cp)l/P.

From the RR point of view additional details about the deviations must be
elucidated. Let note that using the deviations (3) - (7) the OLS regression does
not change when X changes Y. Also, in the case (1), (2) or (5) the deviation
and the regression slope depend equivariantly (reasonably) on linear transform
of the X or/and Y data. However, in the cases (3), (4), (6) or (7) this quality
of the regression is absent, because the heel of the deviation onto the tested
line changes non equivariantly in respect to the surrounding data points. From
this point of view the deviation (5) seems to be preferable again.

Note also, that the different deviations may be used in the RR for exam-
ination of available lines under different limitations. The deviation Ay (1) is
not defined in the case of vertical line pattern and Az (2) - in the case of
horizontal line pattern. The deviations (4), (5) and (7) are not defined in both
cases. However, the orthogonal (3) and bisectoral (6) deviations have limiting
values R in both cases: for (3) it is the distance R to the vertical or horizontal

line and for (6) it is the same distance, but multiplied by 21/2.

Figure 2 suggests that the geometric mean seems to be the preferable de-
viation. However, in the next section we will show that when the assumptions
of the OLS method are violated the orthogonal deviation must be preferable
both for OLS and RRs.

2 What should be the preferable deviation in the
astronomical OLS and robust regressions?

The considerations in Sec.1 forced us to turn back toward the OLS regression
in 2D case. It is known that the direct and reverse OLS regressions have
different slopes and the reverse regression is always steeper. We will look on
the influence of the configuration of the data points on the bias of the OLS
regression. Let us concentrate on the widely known and many times cited
recommendations of IFAB90 and FB92.

The authors of the papers IFAB90 and FB92 investigated and commented
the OLS use of deviations (1), (2), (3), (5), the bisector of the OLS regressions
(Y—X) and (X—Y), and the arithmetic mean of the slopes of the OLS regres-
sions (Y—X) and (X—Y). The last two types of deviations are not considered
in this work because they can not be expressed explicitly, i.e. they are useless
for the RR. Important related problems in the 2D case, such as formulas for
estimations of the slope, the slope error and regression error are solved and
discussed by IFAB90 and FB92 too.

We will regard two conclusions of these authors about the 2D regression, as
follows. (i) The bisector of the OLS regressions (Y—X) and (X—Y) is recom-
mended as the superior solution in the complicated cases; (ii) The orthogonal
regression, based on the deviation (3) is not recommended, because (ii-a) in
the numerical simulations its behavior is unstable and (ii-b) it is significantly
biased from the bisector. However, is the bisector a naturally good idea in
the 2D case?” Why cannot the orthogonal regression be recommended? Note
that the formula for the slope of the orthogonal regression coincides with the
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expression giving the slope of the major axis of the ellipsoid of the data. This
expression is introduced from mechanics into statistics through the method of
the moments by K. Pearson. The key solving the problem is the influence of
the configuration of the data points onto the bias of the regression slope, as
can be seen in Fig.3.

Remember that when we approximate an elliptical 2D distribution of the
experimental points within expected regression slope A > 1 the direct regres-
sion was biased to the horizontal line strongly and the reverse regression was
biased to the vertical line weakly. When A < 1 the situation reverses. Can
both OLS regressions coincide? The answer is no. Even in the case A = 1
both regressions will have smallest biases (with asymptotically equal absolute
values and opposite directions).

Figure 3a shows an expected line regression Y = L(X) with slope A = 2
and two rhomboids around it. If the observational data have ,good* distribu-
tion in the solid line rhomboid (including sharp vertical bounds and enough
populated upper and down corners) the direct OLS regression will reproduce
L(X) well. In such a situation the orthogonal OLS regression will be biased to-
ward the vertical line (see below). However, if the corners are empty, the direct
regression will be biased (stronger with increasing of A) toward the horizontal
line. For reproducing the dependence L(X) by the reverse OLS regression, the
dashed line rhomboid must be ,,well“ populated, including its corners. In such
a situation the orthogonal OLS regression will be biased toward the horizontal
line (see below). If the corners of the dashed line rhomboid are empty, the
reverse OLS regression will be biased (weaker with increasing of A) toward
the vertical line. It is also clear that when all 4 corners are populated, or when
all 4 corners are not populated, the direct and reverse OLS regression will be
biased unavoidably, and in different ways, depending on A. Because of this
the bisector of the direct and reverse regression will be biased in different way
too. Therefore, the bisector regression could be recommendable only in the
rare case of A = 1. Obviously, in the general case the bisector of the direct
and reverse OLS regressions is not a good idea. - protivno na zakl. v prednija
section

Figure 3b shows that in the general case, when the above mentioned ,,cor-
ners“ in the point distribution are empty, the orthogonal regression seems to
be superior. Let consider this problem from a slightly different point of view.

The most frequent situation is approximately elliptical distribution of the
data points, as it is shown in Fig.3b, with some ,,main sequence*. It is natural
to suppose that the major axis of the ellipse must represent the expected
dependence L(X) in the best way. Note that the edge population of the ellipse
applies strong and different leverage action on the direct and reverse OLS
regression lines. The larger part of the segment AB lies below the line L(X)
and pulls the right edge of the direct regression (solid line) down toward the
horizontal line. The opposite (down-left) part of the ellipse pulls up the left
edge of the direct regression. Simultaneously, since A > 1 the reverse regression
is less rotated. Not so large part of the segment CD lies to the left from L(X)
and pulls weakly the reverse regression toward the vertical line. In case of
A < 1 the situation changes. The direct regression will be biased weakly, but
the inverse regression will be biased strongly. It is clear again, that generally
the bisector of the direct and reverse lines is not a good idea.

From this point of view it is obvious that the major axis of the elliptical
distribution will be reproduced in the best way by regression, based on the
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®@ur. 3. On the reproducing of an expected dependence Y = L(X) with A = 2 and different
distribution of the observation points. a) The solid line rhomboid presents the distribution
of the observations needed for reproducing the true (unbiased) dependence with the direct
OLS regression. The dashed line rhomboid shows the spread of the observations needed for
deriving the unbiased reverse OLS regression. b) The ellipse shows an usual point distribution
around the expected dependence when the orthogonal OLS regression (short dashed line)
may be recommended as superior, independently on the slope value. The solid and long
dashed lines show the distinctly biased direct and reverse OLS regressions.

orthogonal deviations, independently of the slope A. Note that in Fig.3b the
line L(X) passes always through the middle point of the segment AE (vertical
to the line L(X)) and all such segments. Therefore, when don’t have additional
useful information, the orthogonal regression should be clearly preferable.

Figure 3b also shows, that when A > 1 the orthogonal regression will lie
close to the reverse regression, and if A < 1, on the contrary, close to the direct
regression. The same conclusion can be drown from Fig. 2. The examples in
the papers IFAB90 (Fig.2, with A ~ 3.5) and FB92 (Fig.1, with A ~ 0.5)
give an independent confirmation of this conclusion. So, the problem with the
strong and widely cited recommendations of IFAB90 and FB92 (i) and (ii),
marked in the beginning of this Section 2 is, we think, that these authors did
not consider or simulate regressions with 4 > 1 or A < 1.

Let introduce here the example in FB92 about the Hubble diagram. These
authors give explicit recommendations, as follows. If we are looking for best
estimate of Hpy, defined by Hubble’s law V = HyD + V|, where the entire
scatter arises in the velocities V' and none in the distances D, we must cal-
culate OLS (V—D) regression. If we are looking for the best estimate of the
age of the universe, which is proportional to 1/Hj, we must calculate OLS
(D—V) regression. If we are seeking the best estimate of some ,structural®
relationship between velocity and distance, making no judgement on whether
velocity depends on distance or vice versa, we must derive the bisector of the
OLS (V—D) and (D—V) regressions.

However, the considerations in this Section 2 give other recommendations,
including for the case of the Hubble’s diagram, as follows. If we can bound the
distribution of the observation point to have ’good’ distribution in a rhomboid,
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as in Fig.3a, we must apply OLS regression, If we have the general case with
elliptical distribution of the observation points, we must apply orthogonal
regression. Generally, the bisector of the direct and reverse OLS regressions
may be recommendable only if the expected regression slope is close to unity.
These recommendations are valid for the RRs too.

3 General presentation of the robust 1D location estimators
and the robust 2D regression

The ,least trimmed squares“ (LTS) estimator is introduced by Rousseeuw
(1984). The predecessor of this method is the ,least median of squares* (LMS)
estimator, proposed by Hampel (1975) and developed by Rousseeuw (1984).
These methods are widely discussed in RL87 and the conclusion is that the
LTS estimator is superior (Fig.4). Though, the examples in RL87 are based
on the LMS method and here we carry out comparisons of both methods. The
LMS and LTS are in principle 1D scatter estimators and the RR, described
here, is a superstructure over LMS or LTS. The main advantage of this RR
is that the fit covers the most populated part of the distribution of the data,
independently on the deviations of strong outliers.

Let underline the features of the ,standard*“ OLS estimator. The principle
of the OLS estimator, introduced by Legendre and Gauss in the beginning of
19th century, involves minimization of the sum of the squares R? of all devi-
ations from the searched point, or line, or plane etc. The application of this
principle in the 1D case leads to an estimation of the constant of the distri-
bution (mean, center, location) through the arithmetic mean (average) value
of all data. So, in principle the OLS is a 1D scatter estimator and any OLS
regression is a superstructure over it. In 2D, 3D, 4D, etc. cases the regression
analysis based on the OLS principle leads to a system of linear equations,
which solution gives the expressions for coefficient estimations for line, plane,
hyperplane, etc.

The principle of the LMS estimator involves minimization of the median of
the ordered squares of the deviations R2- (Hampel 1975). The right tail of this
order may contain very large deviations, but LMS ignores them (Fig.4b). This
method is a reasonable generalization of the idea of the simple 1D median.
The LMS derives the median value Ry; = C'C” Ry as a robust measure of
the scatter of the deviations. Conventionally, H = N/2+ 1 is the , half* of the
point number. Here C’ is a coefficient used for consistency with the standard
error of the Gaussian distribution. Since the half of the Gaussian distribution
is bound by +0.67450, the LMS coefficient is C’ = 1/0.6745 = 1.4826. The
other coefficient is a finite-sample correction factor. From numerical simula-
tions LR87 recommend C' — 1+ 5/(N — P), where P is the dimensionality.

The principle of LTS estimator involves minimization of the sum of H
trimmed squares of residuals R%-, and more specifically - the sum of the left-
hand half of the ordered squares of the residuals (Rousseeuw 1984). The rest
(i.e. the right-hand part of the ordered sequence of squares) may contain very
large deviations, but is ignored entirely (see Fig.4c). The LTS estimates the
standard error of the scatter as Ry = C".C” (3. R%.)/(H — P))/2. In this case
the consistency with the Gaussian error distribution is achieved by means of
the coefficient C' = 2. The factor C” is the same as in the LMS case (see
above). The value of Ry can be computed also with use of weighs of the data.
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®@ur. 4. (a) An example of nine points, the OLS regression through these points (dashed
line), a currently tested line, defined by the edge points of the sample (solid line) and one
Ay deviation from the tested line. Cases (b) and (c) show examples of ordered squares of
deviations from tested lines where the median value (marked with rhombs) in both cases is
4, but the sum of the trimmed squares is 9 in (b) and 7 in (¢). The LMS cannot distinguish
the cases (b) and (c), but LTS will choose (c).

Since the principle of the RR (based on LTS or LMS) is significantly dif-
ferent from the principle of the OLS regression, the RR solution cannot be
computed by simple expressions. that is why the RR method involves qual-
ifying each available pattern of solution - each point in 1D case, each pair
of points in 2D case (defining line), each triad of points in 3D case (defin-
ing plane), etc. The method of qualifying is LTS (or LMS) estimation of the
scatter of the deviations and the result is the pattern with shortest system of
deviations. This is the 1st (main) approximation to the RR solution.

Figure 4 is an illustration of the application of LMS and LTS estimators.
Figure 4a shows a line that is currently tested (solid line) and one Ay deviation
from it. Figures 4b and 4c¢ show examples of ordered sequences of squares
of deviations from different tested lines. The deviations with zero value are
double, because they correspond to the points defining the tested line. The
cases (b) and (c) have equal LMS scatter estimations (R? = 4 in both cases)
but different LTS estimations (the sums of the trimmed squares are 9 in (b),
but 7 in (c).) So, the LTS recognizes surely that in case (c) the tested line
belongs to more concentrated region of the data points and by this reason it
is better that the line tested in case (b).

Generally, the 1st approximation of the RR as rough. It is possible also the
existence of a hole in the point distribution just in its most populated part.
Then the 2nd (final) approximation is obtained by removal of the outliers
with respect to the 1st approximation (typically with deviations more than
2.50, RL87) and applying of the OLS on the remaining ,,good“ points. By this
way the 2nd approximation gives the standard errors of the regression and
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its coefficients. However, the RR allows various methods for measuring of the
deviations (see Sec.1), for which the direct OLS solution may be very difficult
or impossible. Therefore the 2nd approximation must be also of LTS type.
The idea for the proposed here 2nd approximation comes from two historical
robust estimators, described in Sec. 4.

A method for the 2nd (final) RR approximation, using again the LTS
estimator, is proposed here for the first time (as the author believes). It is based
on addition of patterns, produced as averages or bisectors from the pairwised
best old patterns. Since the LTS is a natural qualifier of the patterns, numerous
best patterns can be extracted instead of only one, the superior pattern. The
extracted patterns can be used for enrichment of the region of the solution
with new, possible better patterns. In 1D case the enrichment is based on
addition of the averages of all pairs of the best points (Fig.5¢). In the 2D, 3D
etc. cases the enrichment involves addition of bisectors of all pairs of the best
lines, bisectors of planes, etc. The added patterns can be tested again by the
LTS and a new best pattern (if such is found) can be derived as the 2nd (final)
RR approximation.

The recommended here number of extracted best patterns is N*/2 4+ 1, or
typically between 10 and 20. Then the number of the additional pairwized pat-
terns will be between 10.9/2=45 and 20.19/2=190. The number of pairwised
combinations of these additional patterns is negligible in comparison with the
number of the original patterns in 2D and 3D cases (pairs of points, triads of
points etc.). The computing time increases by a few percents, but the inner
accuracy of the RR solution increases 3-5 times (see Fig.4 and Fig.6).

In principle the RR method does not give estimation of the slope error.
The extraction of numerous best patterns allows also an empirical approach
to slope error estimation. It is introduced here for the first time (as the author
believes). This approach is based on ordering of the best patterns (from 1st
approximation only) by their LTS scatter and producing of ,error growth
curves® for the coefficients. Each such curve contains the standard error of the
coeflicients, derived from 2, 3, 4, etc. best patterns. In the 2D case the value

of the error curve, corresponding to the best N/2 4 1 patterns occurs usually
very close to the OLS slope error estimation (after removal of outliers). An
example is shown for the last case in Fig.9 and Fig.10.

4 The measure of the robustness of the estimator and a
comparison of five 1D estimators

Generally, the LTS is an 1D estimator. By this reason its character and its
superiority among other such estimators in the 1D case is important.

Figure 5a shows an XY plot with four ,good“ points (1-4), situated ap-
proximately along a lin. One ,bad“ point or strong outlier (5) is situated in
the right-down corner of the plot. The direct and reverse OLS regressions for
all points are plotted with short dashed lines. Because of the outlier the OLS
lines become strongly deviated from the dependence, hinted by the four good
points. The influence of the outlier is stronger on the direct regression, because
it lies out of the range of the good points more in X than in Y direction. In
the case of a direct OLS regression this outlier cannot be recognized by sim-
ple check of the residual deviations because the good points (1) and (4) are
situated farther from the line than point (5).
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®@ur. 5. (a) A simple example of five experimental points including one strong outlier (5).
The short- dashed lines show the OLS direct (shallower) and reverse (steeper) regressions
over all 5 points. The long-dashed line and the solid line present the robust regressions
in 1st and 2nd approximation, respectively. The asterisks show the points defining the 1st
approximation. (b) Example of 1D distribution of 10 points, corresponding to the slopes
of the lines through all pairs of points in (a). Five estimations of the mean value of this
distribution are shown with ”standard’ error bars (from left to right): average, median, as
well as the 1st approximation of the LMS, LTS and Shorth estimators. The estimation from
LMS and LTS coincide (LTS has smaller error bar). (c) Large-scale plot of the region of the
most concentrated 4 points in (a). Six new points (marked by rhombs) are added as averages
of each pairs of the four points (dots). The 2nd approximations within the methods LMS,
LTS and Shorth are shown again with error bars, as in (b).

In Fig.5a the 1st and 2nd approximations of the robust regression, derived
by the LTS method (Sec.3), are plotted with dashed and solid lines, respec-
tively. In this example the 1st approximation with the LTS or LMS estimators
(within all types of deviations, presented in Sec. 2) recognizes the line through
the pair of edge points (1,4) as the best fit. The 2nd approximation differs
form the 1st approximation only negligibly. After removing the point (5), the
direct and reverse OLS regression over points (1-4) practically coincide with
the 2nd approximation of the RR.

Figure 5b shows the slopes of all 10 patterns of lines, passing through the
pairwised 5 points in Fig.5a, as example of an 1D random variable. This sample
will be used (i) for introducing of a parameter that measures the robustness
of scatter estimator, (ii) for comparison of five estimators in 1D case and (iii)
for 1D illustration of the introduced in this paper (Sec.3) 2nd approximation
of the RR method (Fig. 5¢).

Figure 5b shows 5 estimations of the mean value of the random variable
(or of the , best“ regression slope): average, median, 1st approximation of the
methods LMS and LTS, as well as the method ,,Shorth“ (see below). The
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vertical segments are the corresponding error bars. Note that in respect to
Fig.4b and 4c, illustrating the work of LMS and LTS as scatter estimators,
the purpose of Fig.5b and 5c¢ is illustration of LMS and LTS as estimatiors of
the mean value of an 1D distribution.

The most populated part of the distribution, located in the right part of
Fig.5b, contains 6 points. These points correspond to the slopes of the lines
passing through the 4 ”"good” points in Fig.5a. The slopes of the other 4 lines,
passing through the ”"bad”point (5) are located in the left part of the plot as
outliers.

In Fig. 5b the median lies between the points (5) and (6), because the
number of points, ten, is even. The LMS and LTS methods regard each point
as a possible solution (mean value). For each point they compute the squares of
the deviations of the other points from it and find the point with the shortest
system of deviations as result. In 1st approximation LMS and LTS find as
superior the point (7), placed in the most populated part of the distribution.
Thus LMS and LTS methods estimate the mode value of the distribution.
From this point of view the simple median is worse estimator, because its
value is relatively far from the mode value.

In Fig. 5¢c the most populated part of the distribution, containing 4 original
points and the 2nd approximations of the methods LMS, LTS and Shorth (see
below), are shown in large scale. These 4 original points are used for producing
of 4x3/2=6 new points, which are averages of the pairwised combinations of
the original points. In the 2nd approximation LMS does not find better pattern
but LTS does. It is one additional point, lying between points (7) and (8). Here
the concentration of the patterns that can be examined as solutions is about
twice as large. If 6 most concentrated points were usedfor duch purpose, the
number of the additional patterns would be 6x5/2=15 and the solution would
be about 3 times more accurate. The right-most bar in Fig. 5c shows the result
of the 2nd approximation of the method Shorth (see bellow). So, the methods
LTS and Shorth find surely the mode of the 1D random distribution, shown in
Fig. 5b, giving also a robust estimation of the best regression slope for Fig. 5a.
However, this approach to find the best regression slope is not good, because
(i) it estimates the slope independently on the intercept and because (ii) it
cannot be generalized for MD cases.

Let us introduce a robustness parameter. A conventional measure of the
robustness of an estimator against strong outliers is the so-called ,,breakdown
value“. It is the proportion (or fraction) of contamination of ,bad* data that
the method can withstand and still maintain its robustness (RL87).

From this point of view the median value is extremely stable. In Fig.5b the
median belongs to the most concentrated part of the distribution, containing
6 (or 50%+1) points. If we take 1 point from the left part of the distribution
and place it very far (to the left or to the right) the median will change weakly
and will remain in the most concentrated part of the distribution. However,
if we take a point from the right of the median and place it to the left of the
range of the points, the median will jump significantly to the left. Then the
fraction of the points in the most concentrated right part of the distribution
becomes 50%. Therefore, for large N the asymptotic robustness of the median
estimator is 0.5 or 50% of all points. The robustness should be not larger than
0.5, because then the ,,good* part of data should be not easily defined.

In Fig. 5b the average value (i.e. the OLS estimation) is the most affected
by the outliers and it lies out of the most populated region of the distribution.
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It is easy to see that only one distant enough outlier may , breakdown* the
average value arbitrarily, even within great number N of the observed points.
Therefore, the robustness (or the breakdown value) of the OLS estimator, 1/N,
tends asymptotically to 0 when N increases to infinity. By the same reason the
robustness of the OLS regression is also 0.

Let us show that the robustness parameter can have an intermediate value,
such as 29%.

There are two non-OLS estimators, published about 50 years ago, and
based on the median estimator. (i) An old method for robust estimation of
1D location is based on the median of all pairwise means in the sample of N
points (RL87, p.164). The same method can be applied in the problem of MD
location (e.g. for 2D or 3D centering of stellar systems). (ii) The first non-OLS
robust regression estimator for N points in 2D case is the ,,median of lines*,
defined by pairwised points. The coefficients of the best line are derived as
medians of the corresponding coefficients of all used lines (RL87, p.67). The
median value in Fig. 5b illustrates just this case. So, in (i) and (ii) the simple
median estimation is used. Let us estimate the robustness of this method, but
from the point of view considering the number of the original data points. The
number of the pairs of points, i.e. the combinations of points in both cases
is No = N(N — 1)/2. If the number of outliers is K, the condition for 0.5
robustness can be written as (N — K)(N — K —1)/2 > 0.5N(N —1)/2. Then
for large N we derive K/N < 1 — (1/2)'/2 ~ 0.293 ~ 29%.

The LMS and LTS methods, having 50% robustness, contain reasonable
generalization of the "median idea”of the above mentioned methods (i) and
(ii),the LMS and LTS methods derive the regression coefficients simultane-
ously. The idea for the creation of new patterns for the proposed here 2nd
approximation of the RR (Sec.3) comes also from these two historical exam-
ples.

Now let compare the five estimators of 1D location, shown in Fig. 5b.

The estimator ,,average“ (with zero asymptotic robustness) can be consid-
ered as direct product of the OLS principle. It has well known generalizations
for MD location (averages by all axes or directions) and MD regression (so-
lution of system of linear equations). The standard errors of the regression
and the slope(s) are also well defined and easily computed. However, IFAB90
claimed that the standard formulas for these errors are not entirely correct
and proposed more accurate formulas in the 2D case.

The estimator ,,median® (with 50% asymptotic robustness) is introduced
by Laplace in the middle of 19th century(RL87). This , heuristic“ method
belongs to the so-called ,,range statistics®, whose properties are very difficult
to be investigated analytically. Conventionally, the ,standard error* of the
median estimation is defined again by a median. It is the median of the absolute
values of all deviations from the median estimation of the mean value (or
square root of the median of the squares of these deviations), multiplied by
1.4826 (see Sec.3).

The full generalization of the median method for MD regression with ro-
bustness of 50% is given by Siegel (1982). In the 2D case with N points the
derivation of the line coefficients A and B becomes independent, as follows. In
the first stage each point (e.g. point I) is fixed and pairwised with every other
point J and the median, e.g. Ay, is derived. In the second stage the median
of all such N medians is deriving as a final solution (RL87, p.15). Thus the
number of checked combinations in 2D or 3D cases are respectively 4 or 18
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times more than in the methods LMS or LTS (but the check is significantly
simpler). Though, this method is not very attractive, because (i) the simple
median is not the best estimator (see Fig.5b), (ii) the coefficients are derived
independently and (iii) the computing time for this method is too long.

The LMS and LTS estimators have the highest robustness of slope estima-
tion and regression error estimation, asymptotically 50% (see the theorems in
RL&7). The ,standard deviation“ of the LMS is computed just as in the case
of median estimator (see above). The use of squares of deviation instead of
absolute values of deviations allows avoid some peculiar situations discussed
in the theory, but this is not so important in the practice of LMS (RL87). The
standard errors of the LMS and LTS methods can be computed as it is shown
in Sec.3. In the examples regarded in the preparation of this work the standard
error of the LTS happens to be slightly smaller than the standard error of the
LTS. A special feature of the LMS is that its asymptotic efficiency (as for all
median based methods) is characterized with abnormal low convergence rate.
This rate is proportional to N/3, while the same rate for the OLS and LTS
estimators is N'/2 (RL87). This is also not important in practice, however in

comparison with the LMS, the LTS estimator is better (see Figs. 4,5,6). The
MD generalizations of the methods LTS and LMS are natural.

Another special method with unknown origin, which can derive robustly
the mode of an 1D location is so-called ,,Shorth“ method (RL87, p.164). It
is defined as arithmetic mean of the shortest subsample with half number
(H = N/2 + 1) in the ordered data. The standard deviation of the Shorth
estimator is computed in the examples here as the half size of this shortest
interval, multiplied by the coefficient C = C’C”, as in the case of median
estimator (see above). The Shorth estimator is very alike to the LMS estimator,
however, the computations are more complicated and more time consuming
than for LMS or LTS. In a case of a distribution with strong asymmetry
the Shorth estimator may be applied twice, using the shortest interval, found
in the 1st approximation as a field for a new search, now for the shortest
interval, containing 1/4 of all data. Examples for 2nd approximation of Shorth
estimator are given in Figs. 5c, 6ab, and 7b.

Since the fast median smoothing is widely applied in the astronomical im-
age processing, the implementation of the Shorth method there is an attractive
possibility. The method of ,hard median filtering* or ,,mode filtering*, based
on the Shorth estimator, has been developed by the author (Georgiev 2002).
The mode filtering removes impulse noise from the image more efficiently than
the usual median filtering (i.e. with use of smaller filtering window), but it is
a few times slower.

The Shorth estimator is worth noting in the framework of the RRs, but it
has a remarkable generalization for the case of MD location. This generaliza-
tion can recognize the most populated ellipsoid among the data. The principle
is ,searching for the minimal volume ellipsoid covering (at least) the half of
the observing points“ (RL87, p.258). A direct application of this principle in-
volves giant computation time. However, Rousseeuw & Van Driessen (1999)
developed a fast method for computations, including even the next level of
generalization, called ,,minimum covariance determinant estimator®.
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5 Examples

5.1 Atmosphere extinction mode of the clear Rozhen sky

Figure 6 shows an application of the five location estimators, discussed in
Sec.4. It presents with small dots the distribution of the atmosphere extinc-
tion in Rozhen NAO in the V band from 146 measurements (courtesy of Dinko
Dimitrov, 2007). Only 8 measurements have standard errors ; 0.02 mag. Fig-
ure 6a presents the results with data weights 1/146 and Fig.6b - with data
weights reciprocal to the errors of the observations. Filled squares present
the histograms, polynomially smoothed by 5 neighbours. In this example the
1D distribution of the data has a strong asymmetry - a small, well-defined
maximum plus long and a heavy right tail.
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@ur. 6. Five estimations of the mean value (the location parameter) in the 1D case. Small
dots present 146 measurements of the atmosphere extinction in Rozhen NAO (Dimitrov,
2007). Filled squares present the histogram of the distribution. The shortest vertical segment
shows the position and the ,,standard error“” of the Shorth estimation. Other segments show
(from right to left) average, median, LMS and LTS estimations. The ,error curves* show
(from up to down) the behavior of the average, LMS and LTS estimators. (a) The individual
weights of the data are 1/146. (b) The weights of data points are reversely to their standard
erTors.

The results from five applied estimators are shown with vertical segments,
proportional to the corresponding standard errors. From right to the left they
are average, median, LMS, LTS and Shorth. The mode region of this distri-
bution shows high data point concentration and only the 1st approximations
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of LMS, LTS and Shorth estimators are presented here. Note again, that the
simple median estimator should not be preferable.

This example is mainly for a demonstration of the error curves of the 1D
estimators. The error curve is the sequence of standard deviations when the
estimator ,,scans“ and tests the ordered points, searching for the superior point
as estimation of the ,,center* of the distribution. The scanning mode is natural
way for applying the LTS or LMS estimators, while the average, median and
Shorth estimators give explicit results. Though, in Fig.6a,b the error curves
of the average estimator are especially computed and plotted for a illustration
(the highest and shallowest curves). The error curves of the LMS estimator,
based on the ordered squares of deviations (or on the ordered absolute values
of the deviations) from the tested point are the next curves, deeper and not
smooth. The error curves of the LTS estimator are the deepest. The error
curves of the Shorth estimator (not shown) are very close to the curves of
the LMS estimator. Note that the average estimation, as well as the simple
median estimation (derived just after ordering of the data) do not give a good
estimation of the mode value of the distribution, but LMS, LTS and Shorth
do. Note also, that the mode estimations with LTS correspond to well defined
minimums of relatively smooth error curves.

This application leads to a mode estimation of the Rozhen atmosphere ex-
tinction in the V band (for perfect atmosphere conditions) of 0.1404-0.058 mag
in Fig.6a and 0.11940.041 mag in Fig.6b. Since the use of the weight reversely
to the error estimation of the individual data is not especially established, we
recommend the first extinction estimation.

5.2 Fitting the main sequence of the Hertzsprung-Russell diagram

Here we show the applications of the LMS amd LTS regression methods in the
2D case, reproducing the remarkable example of RL87 (p.27).

Figure 7 shows the diagram of the effective temperature T and luminosity
L (in solar units) for 47 stars of the stellar association Cyg OB1. The purpose
here is to fit linearly the main sequence in a presence of evolved stars, which
introduce significant intrinsic scatter in the abscissa direction. After applying
the RR we find 7 such stars (14% of the data) as strong outliers.

Figure 7 shows that the difference between the slopes of direct and reverse
LMS RRs (a) is significantly larger than for LTS RRs in (b) (solid lines).
This is another evidence of the superiority of LTS over LMS. Therefore, the
LMS method can indeed be excluded from the applications. Also, since the
regression slope is A = 4 —5, the orthogonal RRs (presented by solid lines and
edged by circles) in both cases practically coincide with the reverse RRs (Ax
based, or of type (2) in Sec. 2). The orthogonal RRs are also very close to the
reverse OLS regressions (the steepest long dashed lines), just in concordance
with the conclusions for the orthogonal regressions in Sec. 3. In both cases
in Fig. 8 the RR, based on the geometric mean deviation R = (Ax.Ay)1/2
(not shown) lies between the direct and the reverse RRs, being close again
to the reverse RR. The behavior of the orthogonal and geometric mean RRs
correspond well to the expectations from Fig. 2 in case of A > 1.

The solution of RL87 with the direct LMS RR, in 1st approximation,is Y =
3.90X —12.90. Our solution with the direct LMS RR, in 2nd approximation, is
Y (£0.43) = 3.94(£0.61) X — 12.60(£2.78) and with the orthogonal LMS RR
in 2nd approximation is Y'(+0.48) = 5.08(%0.75) X —12.60(£3.30). (The value
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®@ur. 7. An application of the RRs for a linear fit of the main sequence on a Hertzsprung-
Russell diagram of the stellar association CYG OB1 (data from RL87). Small dots present
47 stars. Short-dashed lines in (a) present the direct and reverse OLS regressions, which
are not meaningful here. The solid lines present the direct and reverse RRs based on LMS
in (a) and on LTS in (b). The solid lines with circled edges present the orthogonal RRs.
Circled dots present 7 outliers, found as deviating more than 2.5 sigma form the orthogonal
RRs. The long dashed lines present the direct and reverse OLS regression, found after the
removal of outliers. The asterisks show "the best”5 points, used for 2nd approximation of
the methods. The solid line that is edged by rhombs in (a) is our direct LMS RR, coinciding

with the unique solution of the problem, given in RL87 (only this RR is presented in RL87).
For a better distinction of the LTS RRs the case (b) is plotted with rescaled abscissa.

just after Y corresponds to the standard error of the regression estimation of
Y).
Our recommended fit, derived with orthogonal LTS RR with 2nd approx-
imation, is Y(£0.41) = 5.14(+0.29)X — 17.61(£1.29). The coefficient error
estimations are carried out on the base of cumulative error curves, as in the

next example, and since here N*/2 + 1 = 7, the errors correspond to the 7th
position of the error curves (see Fig.8).

Figure 8 illustrates the empirical approach to coefficient error estimation,
proposed in this work, because the RR do not originally have such a possibility.
This approach is based on cumulative curves of the averages and corrsponding
standard deviations of the coefficients A and B, derived on the trimmed best
patterns.

The abscissa of Fig. 8 is the number of the pattern between 2 and 66,
where the patterns are ranged by their LTS scatters. The fluctuating lines in
(a) and (b) show the behaviour of the coefficients A and B and the smooth
curves show the behaviour of the cumulative mean values of the coefficients.
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®ur. 8. The behaviour of the estimated value (fluctuating curve) and the cumulative average
(smooth curve) of the coefficients A (a), B (b), as well as the cumulative functions of their
standard deviations (c) versus the number of the trimmed best pattern for the example,
shown in Fig.7. The vertical line shows the position of the pattern No.12 used here for
estimations of the coefficient errors.

The value above the K-th pattern corresponds to the average value of the
coefficient, derived from the patterns with numbers 1 - K. Fig.8c shows the
behaviour of the cumulative curves of the standard deviations of the average
values of the coefficients. The vertical line shows the pattern with number

N2 4+ 1 =12 (here N=131) which is proposed to be used for estimation of
the coefficient errors.

The proposed method for coefficient error estimation is not connected with
any statistical assumptions and therefore it cannot be universal. However, in
many similar cases, e.g. many color-magnitude diagrams, it could be used as
an additional tool for comparing the results.

5.3 Fitting the main sequence of a color-magnitude diagram

Figure 1 concerns V magnitudes and (B-V) colour indeces of N=331 bright
stars in the field of the open star cluster NGC 2266 (courtesy Maciejewski
2007). It is known that the fit of the main sequence in such a CMD difficult
task (see the survey of Maciejewski & Niedzielski 2007), but this is an good
example for illustration of the strength of the RR.

In the regarded example of CMD background stars and evolved stars in-
troduce significant intrinsic scatter, mainly in the X direction of the CMD.
Observing errors both in X and Y data exist too, but they can be consider
negligible in respect to the X intrinsic scatter. By these reasons the reverse
RR based on minimization of the horizontal deviations (Az), is appropriated
as the adequate model here.
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®@ur. 9. An application of the RRs for nonlinear fits of the main sequence on a CMD with
LTS based RRs (data of Maciejewsky, 2007). The dashed and solid curves represent the

results after previous square root or logarithmic transform of X-data. Circled dots present
62 outliers, found as deviating more than 2.5 sigma form the solid line.

The purpose here is deriving the 2D reverse (minimizing Az) RRs of the
type Y = AX 4+ B. Here Y is V-magnitude, X is colour-indexes, A is re-
gression slope and B is regression intercept. We apply previously square root
or logarithmic transform of X data. THese transforms may be presentet as
(B-=V)=aV2+ 3V +~or (B—-V)=al0%V. The results are shown in
Fig.9 by dashed or solid line, respectively.

6 Concluding remarks

The presented examples show that the RR method, based on the LTS, is a
powerful tool for fit a empirical dependences with large numbers of outliers.
The results of the present work gives evidences, that when the usual statistical
assumptions are strongly violated the LTS of the orthogonal deviations should
be the best choice.

The RR method is in principle computer time consuming. The number of
the tested patterns (combinations of pairs, triads etc of points) Ng in MD
case is given by the Newtonian binomial coefficients: No = N in 1D case,
Ne = N(N —1)/2in 2D case, No = N(N —1)(N —2)/6 in 3D case etc. Since
N¢ is proportional to N¥', where P is the dimensionality, the number of tested
patterns might be too large. If N = 100. in 2D case N¢ ~ 5000, if N = 1000
N¢ =~ 500000.
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The simplest algorithm of the LTS method in 1-st approximation, appli-
cable for deriving a RR line in 2D space, can be presented as follows.

Suppose that we are searching for the regression line Y = AX + B through
N data points (z;,y;). We test the lines passing through all pairs of points
as patterns of possible solution (fit). For every such line we derive and order
the squares of the deviations of the points from the line. Then we find the
median of the ordered squares of deviations (the value of the deviation No.
H, where H = N/2 + 1), as well as the (eventually weighted) sum of the
trimmed squares of the deviation (from 1 to H). We choose the line with the
smallest sum of trimmed squares as the best one. We can multiply this sum
with suitable coefficient to get a result compatible with the Gaussian standard
error. In a 3D case, in a search for a plane Z = AX + BY + C, we apply the
same procedure, using the planes passing through all triads of points as tested
patterns.

The 2nd approximation of the fit, if need, can be envisaged in the above
mentioned algorithm and numerous best lines (or planes), typically about
20, can be extracted instead of only one, the superior. The bisectors of the
extracted lines (or planes) can be tested in the same way in a search for a better
fit. More information about the 2nd approximation and error estimation will
be given in the future (Georgiev 2008).

In the end, let compare the OLS and RR methods. The features of both
methods are collected in Table 1.

Tabauna 1. A parallel between the features of the OLS and RR methods

[Particularity
Purpose

[OLS regression
Fitting with objective
(proved) validity
Absence of outliers
Normal distribution etc.

[LTS robust regression
Fitting with obvious
(subjective) validity
Presence of "main sequence”
None

Demands about data
Demands about errors

Principle Minimizing the sum of Minimizing the sum of

all squares of deviations |the trimmed squares of deviations
Method Applying of OLS formulas|Testing available patterns by LTS
Tool Using Ay deviation Using many kinds of deviation
Outlier detection In some cases, not surely [In all cases,robustly
Robustness Asymptotically 0 (min.) [Asymptotically 0.5 (max.) (Sec.4)

Internal accuracy

Originally high

Originally Tow. Possible increasing;:
Adding intermediate patterns (Sec.3)

Slope error estimation

Applying OLS formula

Originally none. Possible solution:
Cumulative error curve (Sec.3)

MD generalization By default By default
Polynomial applying |By default In some cases (to be elucidated)
Computing time x N x N*?
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