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Abstract.

Ca. 1850 faint galaxies in the wide range of magnitudes 13m≤B≤21m and
effective surface brightnesses 16≤ µeff(B) ≤24 mag arcsec−2 are detected
in a field of one square degree centered at 1600+18 (1950) (Hercules void).
Their coordinates (2000), magnitudes m(B), diameters, position angles sur-
face brightness and some morphological parameters are studied using clus-
ter analysis technique. Nearest and Furthest neighbor, Centroid, Median,
Group, K means and Wards methods were used to determine the substruc-
tures in the distribution of faint galaxies. The distance metric in all the
cases is squared Euclidean distance. The groups of Low surface brightness
galaxies galaxies as well as the ones with high Surface Brightness were
detected in such manner in the direction of the void. Edgeon galaxies are
not selected because of bias effects of the discrimination between stars and
galaxies. Distribution of the concentration index (a parameter describing
morphology of the object) was used to separate spiral and elliptical galax-
ies.

Keywords galaxies: fundamental parameters — galaxies: photometry —
galaxies: surface photometry — methods: cluster analysis

∗This research has made use of the NASA/IPAC Extragalactic Database (NED) which is operated
by the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National
Aeronautics and Space Administration.

1



2 G. PETROV, J.W. FRIED, A. KNIAZEV

1 Introduction

The presence of voids in the distribution of galaxies has been discovered in early
redshift surveys of galaxies - see e.g. [1,2]. Further studies show that the largest
voids are those delineated by rich clusters and superclusters of galaxies [3, 4].
The Hercules region has attracted the attention of astronomers since [5] discov-
ered that the Hercules supercluster covers a large area of the sky north of celestial
equator in the right ascension range between12h < α < 18h. A collaboration
between the Institute of Astronomy of Bulgarian Academy of Sciences and Max
Plank Institute for Astronomy (Heidelberg, Germany) is devoted to investigate
some known voids [6], including the void in Hercules. We present here the clus-
ter analysis of the distribution of different parameters of faint galaxies in the
direction of Hercules void - magnitudes, surface brightness, diameters, position
angles, concentration indices etc.

2 Observations

The observations were done during the nights of 27 and 28 June 1991. The
Ritchie camera of the 2m RCC telescope at National Astronomical Obser-
vatory Rozhen (Bulgaria) was used to get two plates centered on RA(2000):
16h01m58s and DEC:+17◦57′30′′ (No.1830) and RA:16h02m15s and DEC:
+17◦51′43′′ (No.1831). The unvignetted field is∼50 sq.arc minutes for each
plate and the common unvignetted field is∼ 1 × 1 sq.deg. The exposure time
for each plate was 180 minutes, enough to detect objects fainter than 21 mag. A
neutral wedge was exposed for 40 minutes on each plate after the main exposure.
The seeing during the observations was very stable and varied only in the range
of 1–1.5′′. ORWO plate ZU21 30x30 sq.cm and Schott filter GG 385 were used
to realize the standard B-system. To calibrate these data, CCD frames in B and
R were taken with the1024×1024 pixel ”Photometrics” camera, attached to the
prime focus on the 2m RCC telescope during the night on 28.06.2003 and with
new CCD ”VersArray:1300B” camera with1340 × 1300 pixel on 12.04.2005.
Usually M92 standard fields [7] were taken twice during the same night.

3 Data Reduction

The two plates were scanned in the former Astronomical Institute, University
of Muenster on the PDS 2020 GMplus scanning machine with25 × 25µm2

square slit and20µm step, getting 14400 x 14400pixel with a scale of 0.25
arcsec/pixel. The linearization of the images was performed with the photometer
wedge and the program INTENAIP from the Astrophysical Institute of Potsdam
(AIP ) package [8,9] added to the ESO MIDAS package.

We used a package of automatic procedures described in detail in [10] to
detect objects above the background, to reject false detections, and to produce
astrometry and integrated and surface photometry of detected galaxies. This
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software was created to work with Sloan Digital Sky Survey data and was mod-
ified for our purpose.

Detection Algorithm We selected galaxies with angular sizesD & 5 arcsec
or 15-18 pixels on our plates. Therefore we have chosen the angular size as the
primary criterion to select candidate galaxies. The new programs that we created
are based on the Kitt Peak International Spectral Survey [13] reduction package
[8, 14] and some programs from the Astrophysical Institute of Potsdam (AIP )
package in MIDAS1 [9, 15, 16] for adaptive filtering and topological operations
with masks.

The input data for our programs consist of: (1) – ZU 21 direct plate scanned
images for the field in theB filter, (2) – SDSSlike tables and (3) – tables with
astrometric and photometric coefficients.

The processing steps of our programs can be conveniently described in terms
of 8 discrete tasks or modules: (1) Densityto intensity conversion of direct plate
images; (2) Filtering of the images; (3) object detection; (4) integrated photom-
etry; (5) creation of surface brightness profiles (SBP hereafter); (6) rejection of
false detections; (7) fitting of surface brightness profiles; (8) calculations of total
magnitudes.

We briefly outline these tasks below:
Density to intensity conversion of direct plate imagesThe goal of this

task is to create an intensity image from the scanned direct plates from the 2m
RCC telescope. For this we use the INTENAIP program from AIP context,
implemented in MIDAS - [17]. The step wedge, superexposed on the plates,
was used to determine the density to intensity conversion.

Integrated photometry This task is intended to derive accurate magnitudes
for the selected objects.

Throughout the paper a Hubble constant H0 = 75 km s−1 Mpc−1 is adopted.
A code for fitting the sky background from theAIP package for adaptive

filtering is used, which constructs the background within the masked regions
containihg the objects and their environments. The instrumental flux is trans-
formed into the apparent magnitude in the standard B photometric system.

The total uncertainty of the instrumental magnitudes includes the uncertainty
of the background determinationσsky and the photon noiseσobj , which can be
calculated from Poisson statistics. Therefore the instrumental magnitude uncer-
taintyσinstr is computed for the cumulative fluxCF in the total mask areaNpix

with the value of the local background dispersionSKY :

σinstr = 2.5 · log
(
1 +

√
σ2

obj + σ2
sky

σ2
obj

)
, (1)

whereσobj =
√

CF andσsky =
√

Npix · SKY .

1MIDAS stands for Munich Image Data Analysis System, the data reduction package of the
European Southern Observatory.
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Creation of surface brightness profilesThe next task createsB SBPs of
each detected galaxy using the background-subtracted images, which were used
for the calculation of the integrated magnitudes. To simplify our programs and
to make them more robust with regard to the creation of SBPs for galaxies
with different morphologies, our software generates SBPs in the same way as
SDSSPHOTO does [12], i.e., by measuring magnitudes in circular apertures.
As the analysis in [18] showed, good agreement exists between an elliptical fit
and circular aperture photometry. We selected1 arcsecstep sizes as the standard
aperture steps for our work. The uncertainty of each SB level is calculated in the
same way as the uncertainty of the integrated magnitude (with equation (1)).
After a SBP is created, the effective (or half light) radius Reff , the effective
surface brightnessµeff (the mean SB inside Reff ), the radius of the region con-
taining 90% of the integrated flux (R90), and the concentration index C=R90/Reff

are calculated. We also use some programs from theAIP package to calculate
the following parameters: the PA of the major axis for each filter, the axis ra-
tio b/a for each filter, effective surface brightnessesµAIP

eff , and effective radii
RAIP

eff . All these additional parameters are calculated using the multilevel mask
approach [15, 16], in which each region of intensities of the studied object is
labelled with a different mask.

Apart from SBPs, our task calculates curves of growth to compare the final
magnitude with the integrated magnitude calculated with the previous task.

Fitting of SBPs This task produces fits to theB SBPs created earlier. It is
well known that the fitting functions reflect formation and evolution processes.
Unfortunately, these processes are still not well understood and the most com-
monly used functions are derived empirically. The fitting functions for ellipti-
cal galaxies and spiral galaxy bulges include the King model [19] and de Vau-
couleurs law [20]. Exponentials [24] (Freeman,1970) and inner-truncated expo-
nentials [25] are usually used for the disk components of spiral galaxies. For
application of a generalized version of the de Vaucouleurs profile (r1/n) see,
e.g. [21] and [22].

Our programs follow the scheme to fit both the disk and bulge components
with exponential SB profiles to measure their central surface brightnessµ0 and
scale lengthα. The equation for such profiles in logarithmic scale usually looks
as follows [26]:

µ(R) = µ0 + 1.086 · (R/α)n, (2)

whereR is the distance along the axis andn is taken to be 1 for both bulge and
disk.

We also incorporated the de Vaucouleurs profile (n = 1/4) in our fit task in
order to have the possibility (1) to automatically classify our observed SBPs by
comparing them to different model light profiles and finding the model profile
with the smallestχ2 difference, and (2) to get fit parameters for bright elliptical
galaxies for future applications of our programs.

Total magnitudesOur method of galaxy detection and the subsequent deter-
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mination of their integrated magnitudes is essentially isophotal photometry with
a sufficiently deep isophotal detection limit (µlim). It is well-known that unlike
for point sources, the fraction of light of a galaxy contained within the limiting
isophoteµlim is a function of several parameters such as central surface bright-
nessµ0, redshift, point-spread function (PSF), and cosmological dimming (see,
e.g., [27]. In our case the minimal diameter of the selected galaxies of 5 arcsec
is larger than the PSF, since the typical seeing in our images is∼ 1.5arcsec -
for details see [10].

If one wishes to avoid all the systematic bias in the determination of magni-
tudes, it is possible to calculate total magnitudes mtot integrated out to infinity
(for equation (2) withn = 1) using the equation

md
tot = µ0 − 5 · log10(α)− 2.5 · log10(2π) (3)

Hereα is in arcsec and index ‘d’ refers to a purely exponential disk. The mean
difference∆B(Apparent−Total) is 0.04±0.04, which is well consistent with the
mean value of the total error for this band,σtot(B) = 0.08. Our total magnitudes
are derived only for theB filter, since we confine our SBP determinations to this
filter. As was shown in [10], our apparent magnitudes are often a sufficiently
good approximation of the total magnitudes.

Astrometry and Photometry ResultsThe output data consist of a MIDAS
table that contains all information about the detected galaxies: accurate positions
(X, Y, α(2000), δ(2000)), total fluxes and integrated magnitudes with their un-
certainties, effective radii (Reff ; in arcsec), effective surface brightnesses (µeff ;
in mag arcsec−2), radii of the regions containing 50% and 90% of the integrated
flux (R50, R90; in arcsec), concentration indicesC = R90/R50, position angle
(PA), axial ratio (b/a). exponential fits for the central surface brightnesses (µE,0;
in mag arcsec−2) and total magnitudes, integrated out to 25 mag arcsec−2 with
their uncertainties. The distribution ofµ0(B) for all studied galaxies fall in the
range of16 < µ0(g) < 24 mag arcsec−2.

The data for all 1851 galaxies in the field – coordinates (2000), aperture
and surface photometry, position angles, diameters, axis ratio and concentration
are available athttp://www.astro.bas.bg/∼petrov/papers/files/v16full.pdfor upon
request frompetrov@astro.bas.bgin FITS tbl format [17].

Galaxy Number Counts. The number counts of galaxies as a function of
magnitude is one of the classical cosmological tests. The result for our data is
plotted on the right panel of Fig. 1. Galaxy number counts are shown in 0.5 mag
bins. The errors bars correspond to Poisson noise. The line in Fig. 1 shows a
fit to the galaxy counts-magnitude relation expected in a homogeneous universe
assuming Euclidian geometry for three-dimensional space. The observed galaxy
counts are quite consistent with this line for 17m≤B≤20m and even fainter up
to B=20.5 mag. It means that we have complete data up to this magnitude. In
our data we find big excess of bright galaxies (B<17.0m).
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4 Cluster analysis algorithm

We used multivariate statistics to determine new or unknown objective laws or
regularities in the raw data. These statistics are briefly reviewed in an astronom-
ical context by [30], [31], [32] and are more thoroughly described by [33], [34]
and [35]. Many monographs and WEB based courses presenting multivariate
statistics are available, such as [36], [37], [38], [39]. A popular data mining
technique involves the construction of decision trees, based on decision rules
which define a partition of a dataset by splitting depending on key variables.
Cluster analysis is an exploratory data analysis tool for solving classification
problems. Its objective is to sort cases into groups, or clusters, so that the degree
of association is strong between members of the same cluster and weak between
members of different clusters. Each cluster thus describes the class to which its
members belong. Cluster analysis partitions a large dataset into homogeneous
subsets by grouping closely related cases into tight clusters. These core clusters,
which map the main density, can then be used to re-construct the underlying
model, for segmentation analysis and for exemplification.

What is Clustering? A large number of clustering definitions can be found
in the literature, from simple to elaborate. The simplest definition is shared
among all and includes one fundamental concept: the grouping together of simi-
lar data items into clusters. Clustering is an important problem that must often be
solved as a part of more complicated tasks in pattern recognition, image analy-
sis and other fields of science and engineering. Clustering is also needed for
designing a codebook in vector quantization. The clustering problem contains
two subproblems: (i) How many clusters there are in the data set and (ii) Find
the location of the clusters.

Figure 1. Left panel: Distribution of apparent magnitudes for all galaxies detected with
our programs. Right panel: Number counts of all galaxies detected with our programs as a
function of apparent magnitude. The errors bars on the galaxy counts are Poissonian. The
line shows the count-magnitude relation expected for a homogeneous galaxy distribution
in a universe with ”Euclidean” geometry:N(B) = AB · 100.6B .
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Determining the number of clusters.Determination of the number of clus-
ters in data requires that we have both an algorithm that can seek for the correct
number and a criterion that is capable of recognizing the correct number of clus-
ters. The simplest algorithm is to use an existing algortihm for fixed number of
clusters in a loop and select the best solution with some criterium. The rest is
the usual trial-and-error approach.

Algorithms in cluster analysis. Hierarchical clustering methodsdo not
require a priori knowledge of the number of groups. Two general methods of
hierarchical clustering methods are available:divisiveandagglormerative. Di-
visivemethods start by putting all data vectors in a single cluster. New clusters
are created by dividing existing ones. This approach involves two main design
problems: which cluster to divide, and how the division is performed. The divi-
sion can be made along a selected dimension of the vector space as in Median
Cut algorithm or along the principal axis - [40], [41].Agglomerative cluster-
ing generate the clustering by a sequence of merge operations. The clustering
starts by initializing each data vector as its own cluster. Two clusters are merged
at each step and the process is repeated until the desired number of clusters is
obtained. Ward’s method (1963) selects the cluster pair to be merged so that it
increases the given objective function value least. Among the most used varia-
tions of the hierarchical clustering based on different distance measures are:

1. Average linkage clustering.The dissimilarity between clusters is calcu-
lated using average values.The average distance is calculated from the distance
between each point in a cluster and all other points in another cluster. The two
clusters with the lowest average distance are joined together to form the new-
cluster.

2. Centroid linkage clustering.This variation uses the group centroid as the
average. The centroid is dened as the center of a cloud of points.

3. Complete linkage clustering (Maximum or Furthest-Neighbor Method).
The dissimilarity between 2 groups is equal to the greatest dissimilarity between
a member of clusteri and a member of clusterj. This method tends to produce
very tight clusters of similar cases.

4. Single linkage clustering (Minimum or Nearest-Neighbor Method).The
dissimilarity between 2 clusters is the minimum dissimilarity between members
of the two clusters. This method produces long chains which form loose, strag-
gly clusters.

5. Ward’s Method.Cluster membership is assigned by calculating the total
sum of squared deviations from the mean of a cluster. The criterion for fusion is
that it should produce the smallest possible increase in the error sum of squares.

Severaldistance measuresare available and implemented within different
statistical packages: SEUCLID squared euclidean distance. For any pair of cases
the measure is Distance(x,y) =

∑
(x − y)2. Therefore SEUCLID is the sum of

the squared differences between scores for two cases on all variables, i.e. the
squared length of the hypotenuse. EUCLID - square root of SEUCLID. Note
that for two variables this is the normal Pythagoras theorem. CHEBYCHEV -
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this is a distance measure. In this the absolute maximum difference between
variable scores is used. Distance(x,y) = MAX|x − y|. BLOCK -city block or
Manhattan distance. So named because in most American cities it is not possible
to go directly between 2 points. A route which follows the regular grid of roads
is used. Distance(x,y) =

∑ |x− y|.
Iterative methodsare usually based on theK-means algorithm(Forgy 1965),

which applies two optimization steps iteratively - [42], [37], [43]: (i) calculate
optimal partition for the given codebook, and (ii) calculate new codebook as
the cluster centroids. A popular method of classification isk-means analysis,
which partitions a set of cases intok clusters so as to minimize the error or
sum of squared distances of the cases about the cluster means. An alternative
method with a more rigorous mathematical foundation isk-means partitioning
(this we use here). It finds the combination ofk groups that minimizes intragroup
variance. However, it is necessary to specifyk in advance. However, k-means
analysis is usually only implemented with quantitative variables. K-means clus-
ter analysis uses Euclidian or squared Euclidean distances. Initial cluster centers
are chosen in a first pass of the data, then each additional iteration groups ob-
servations based on nearest Euclidian distance to the mean of the cluster. Thus
cluster centers change at each pass. The process continues until cluster means
do not shift more than a given cut-off value or the iteration limit is reached.
(i) K-means cluster analysis assumes a large sample (ex.,≥ 200). (ii) K-means
cluster analysis usually generates different solutions, depending on the sequence
of observations in the dataset.

Cluster k-Means is suitable for very large data sets. It will handle mixed
data types that can contain missing values, contiguity constraints and allow for
differential case weights and differential variable weights. The following cri-
terion functions can be optimized: (i)Euclidean Sum of Squares, (ii)Euclidean
Distance, (iii)City Block Distance, (iiii)Maximum Distance etc.

Euclidean Sum of Squares is the recommended criterion function because an
exact relocation test has been implemented and hence k-means must converge if
allowed sufficient iterations.

In the next steps we use mainly K-Means and Ward’s methods results and
the centroids of the clusters from all mentioned above methods are included in
the final Table 6.

5 Clustering in the distribution of faint galaxies

THE HERCULES SUPERCLUSTER ( [44] is made up of three Abell clusters
A2151, A2147, and A2152, with a connection towards the A2197/A2199 super-
cluster [1]. The structures of the Hercules supercluster have been analysed with
the non-hierarchical descendent taxonomical method, usingα, δ andvt as active
coordinates, and morphological type, position angle and apparent magnitude as
control parameters.
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Here we present cluster analysis of faint galaxies in the direction of the Her-
cules void.

Morphological types and concentration index.Our photometric programs
calculate a number of global morphological parameters for every galaxy. Some
of these may be useful for morphological galaxy classifications (see earlier dis-
cussions by, e.g., [45], [46], [47], [11]). A particularly useful parameter is the
concentration index (C hereafter), defined as the ratio of the radii containing
90% and 50% of a galaxyś light. For the classical de Vaucouleurs profile - [48],
C is∼5.5, and for pure exponential disks, C∼2.3. These values are valid for
the idealized seeing-free case, which we are approximating due to the limiting
angular size of PSF that we impose in this work. On the Fig. 2 - dependence of
effective surface brigntess from Index of cencentration is presented. While by
K means and Ward’s methods the groups of E/S0 galaxies is well outlined (C
∼5.5) SB-Sd galaxies (C∼ 2.3) even grouped well by Kmeans clustering are
mixtured amongst different surface brightness.

Surface brightness of galaxies.Figure 3 represents the results from clus-
ter analysis of total Magnitudes and Large Diameters against Effective Surface
Brightness distribution (a) and b) respectiveli)) and Axis Ratios against Inte-
grated magnitudes (c) distributions. Surface brightness of galaxies after cor-
rection for the absorption in the Galaxy (see [49] for details) is determined by
equation (4):

B = mp − 0.25cosec|bII|+ 2.5Lgπ
ab

4
. (4)

Using relation equation (5)

SB = B + 0.22(a/b) + 0.73. (5)

one get the surface brigthess in Holmberg system [50]. As in [49]
High Surface Brightness Galaxies (HSBG) are the galaxies with SB<= 22.0

Figure 2. Cluster analysis of: Surface Brightnes against Index of Concentration distribu-
tion
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mag/sqr.arcsec. From the Eq.4 and Eq.5 faint galaxies (i.e. with bigger magni-
tudes) with large diameters could be a good candidates for HSBG group. This is
very well demonstated from the kMeans and Wardś clustering on Fig. 3a and
b) and centroids of the clusters in the main Table. The two methods outlies a
well populated group of galaxies with magnitudes ca. 17.5 and diamaters ca. 32
- 36 arcsec.

Low Surface Brightness galaxies (LSBG).Low-surface-brightness (LSB)
galaxies are one of the main constituents of the realm of galaxies. They are usu-
ally defined as objects with a blue central surface brightnessµ0(B) significantly
fainter than the Freeman value of 21.65 mag arcsec−2 [24]. However, the thresh-
old value ofµ0(B) to classify galaxies as LSB galaxies varies in the literature

Figure 3. Cluster analysis of: a) Surface Brightnes against Magnitudes b) Surface
Brightnes against Large Diameters and c) Magnitudes against Axis Ratio distribution
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from µ0(B) ≥ 23.0 mag arcsec−2 [51] to µ0(B) ≥ 22.0 mag arcsec−2 [52].
There are many topics for which the knowledge of the properties of the LSB
galaxy population is crucial. They include the following: a) the galaxy lumi-
nosity function, especially at its faint end, see e.g. [27, 53, 54], which in turn is
related to the understanding of the primordial power spectrum of density fluc-
tuations [55, e.g.,]; b) the spatial distribution of lower-mass galaxies, which al-
lows us to check the predictions of cold dark matter cosmology for large-scale-
structure formation - see e.g. [56]; c) the physics of star formation at low gas
surface densities - [57–59]; d) the role of interactions in galaxy evolution; and
many others.

The detection of LSB galaxies is difficult due to their intrinsically low global
luminosities and their characteristic low surface brightness. Despite more than
20 years of LSB galaxy studies, their census remains incomplete.

Past LSB surveys were usually either large area photographic surveys or
deep CCD surveys with small area - for a nice review see [60].

An interesting aspect of this study is the identification of a substantial num-
ber of luminous distant galaxies with Low surface Brightness As above bright
galaxies (i.e. with lower magnitudes) with large diameters could be a good can-
didates for LSBG group. This again is very well demonstated from the kMeans
and Ward́s clustering on Fig. 3a and b) and centroids of the clusters in the main
Table. The two methods outlies a group of ca.35 galaxies with magnitudes ca.
16.3 and diamaters ca.60 arcsec!. These galaxies could fall into the category of
the so-called giant LSB galaxies, or ‘cousins’ of Malin 1 [61], but the distances
to galaxies are needed to say this definitely. In Fig. 3b) the relations between
the effective surface brightnessesµeff and large diameters are plotted and clus-
tered. Some LSBGs could be selected there – bright galaxies with B∼15.5–18
mag or such ones with large diameters (> 40 arcsec) and SB> 22 mag/sqr.sec.
Currently, only ca. 25 galaxies of this type are known. As [62] emphasize, gi-
ant LSB galaxies are quite enigmatic from the point of view that they normally
formed their spheroidal component, but no conspicuous stellar disk ever formed
around their bulge. Improved statistics for these objects will lead to a better
understanding of the relationship between their fundamental parameters and the
conditions/processes that led to their formation. The high detection rate of gi-
ant LSB galaxy candidates with our programs promises substantial progress for
future systematic studies.

Distribution of position angles of galaxies.On the Fig. 4b) histogram of
the determined position angles are presented. Excluding±90◦ PA, where some
misdetermination could take place, all direction of the orientation are almost
equal populated - i.e. no preferable orientation of the galaxies in the direction of
Hercules void is defined.

As one can see on Fig. 5a), galaxies with large angular diameters tend to
define a group with more compact position angles. This could be selection effect
as for larger galaxies the accuracy of the position angles determination is better.
Neverthyless, radial velocities for these ”large” galaxies will clear the question.



12 G. PETROV, J.W. FRIED, A. KNIAZEV

Edge-on galaxiesIt is worth noting that our selection criteria produce a bias
against edge-on galaxies. Since we separate objects with the total area within
the limiting isophote greater than some minimal threshold, the lower limit for
their major-axis diameter of 5 arcsec is valid only for round, face-on galaxies.
The histogram of the distribution of AxisRatio determined is shown on Fig. 4c.
For elongated galaxies, the lower limit for this parameter varies as

Dlim =
5arcsec√

b/a
(6)

Thus, for the most elongated galaxies (b/a ∼0.1) we will detect all objects
with major-axis diameter larger than 50 arcsec. In the same time as one can see
at Fig. 3c) and Fig. 5c), galaxies with different magnitudesdiameters tends to
be grouped acc. to axis ratio.

6 Conclusions

In the Table the results from cluster analysis of almost all the parameters are
presented. The distance metric is squared euclidean and the different methods
of clustering are tested as follow: centroid, furthest neigbor, group,k Means,
median, neares neighbor andWard’s methods. The results from kMeans and
Ward’s method are initalic in the table.

1. Astrometric and photometric parameters for 1851 galaxies are determined
2. We found big excess of bright galaxies (B<17.0m) co. to the

galaxy counts-magnitude relation expected in a homogeneous universe assum-
ing Euclidian geometry for three-dimensional space.

3. Using cluster analysis method for morphological classification of galaxies
the groups of E/S0 galaxies is well outlined (C∼5.5) SB-Sd galaxies (C∼ 2.3)
even grouped well by Kmeans clustering are mixtured amongst different surface
brightness.

Figure 4. Histogram of the Large diameters (a), Position Angle (b) and Axis Ratio (c.)
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4. A well populated group of galaxies with magnitudes ca. 17.5 and dia-
maters ca. 32 - 36 arcsec - i.e. faint galaxies with large diameters forms HSBG
group.

5. The method outlies a group of ca.35 galaxies probably falling into the
category of the so-called giant LSB galaxies.

6. No preferable orientation of the galaxies in the direction of Hercules void
is defined.

7. Galaxies with different magnitudes and diameters tends to be grouped
acc. to axis ratio.

Figure 5. Cluster analysis of Axis Ratio, Magnitudes and Position Angle against the
Large Diameters distributions
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Figure 6. Results from Cluster analysis - Population and Coordinates of the centers of
clusters determined


